Abstract

Understanding the formation and evolution of the first stars and galaxies represents one of the most exciting frontiers in astronomy. Since the universe was filled with hydrogen atoms at early times, the most promising method for observing the epoch of the first stars is to use the prominent 21-cm spectral line of hydrogen. Current observational efforts are focused on the cosmic reionization era, but observations of the pre-reionization cosmic dawn are also beginning and promise exciting discoveries. While observationally unexplored, theoretical studies predict a rich variety of observational signatures from the astrophysics of the early galaxies that formed during cosmic dawn. As the first stars formed, their radiation (plus that from stellar remnants) produced feedback that radically affected both the intergalactic medium and the character of newly-forming stars. Lyman-α radiation from stars generated a strong 21-cm absorption signal, observation of which is currently the only feasible method of detecting the dominant population of galaxies at redshifts as early as $z \sim 25$. Another major player is cosmic heating; if due to soft X-rays, then it occurred fairly early ($z \sim 15$) and produced the strongest pre-reionization signal, while if it is due to hard X-rays, as now seems more likely, then it occurred later and may have dramatically affected the 21-cm sky even during reionization. In terms of analysis, much focus has gone to studying the angle-averaged power spectrum of 21-cm fluctuations, a rich dataset that can be used to reconstruct the astrophysical information of greatest interest. This does not, however, diminish the importance of finding additional probes that are complementary or amenable to a more model-independent analysis. Examples include the global (sky-averaged) 21-cm spectrum, and the line-of-sight anisotropy of the 21-cm power spectrum. Another striking feature may result from a recently recognized effect of a supersonic relative velocity between the dark matter and gas. This effect enhanced large-scale clustering and, if early 21-cm fluctuations were dominated by small galactic halos, it produced a prominent pattern on 100 Mpc scales. Work in this field, focused on understanding the whole era of reionization and cosmic dawn with analytical models and numerical simulations, is likely to grow in intensity and importance, as the theoretical predictions are finally expected to confront 21-cm observations in the coming years.
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1. Introduction and Overview

Galaxies around us have been mapped systematically out to a redshift \( z \sim 0.3 \) by recent large surveys \([1, 2]\). The observed galaxy distribution shows a large-scale filament-dominated “cosmic web” pattern that is reproduced by cosmological numerical simulations \([3]\). This structure is well-understood theoretically \([4]\) as arising from the distribution of the primordial density fluctuations, which drove hierarchical structure formation in the early universe. Recent observations have been pushing a new frontier of early cosmic epochs, with individual bright galaxies detected reliably from as early as \( z = 11.1 \) \([5]\), which corresponds to \( t \sim 400 \) Myr after the Big Bang. However, it is thought that the bulk of the early stars formed in a large number of very small galactic units, which will be difficult to observe individually. In particular, high-resolution numerical simulations show that the truly earliest stars formed within \( \sim 10^6 M_\odot \) dark matter halos \([6, 7]\). These simulations can only follow small cosmic volumes, and thus begin to form stars much later than in the real universe, but analytical methods show that the very first such stars within our light cone must have formed at \( z \sim 65 \) (age \( t \sim 35 \) Myr) \([8, 9]\).

The best hope of observing the bulk population of early stars is via the cosmic radiation fields that they produced. The mean radiation level traces the cosmic star formation rate, while spatial fluctuations reflect the clustering of the underlying sources, and thus the masses of their host halos. In particular, the hyperfine spin-flip transition of neutral hydrogen (H I) at a wavelength of 21 cm (Figure 1) is potentially the most promising probe of the gas and stars at early times. Observations of this line at a wavelength of \( 21 \times (1 + z) \) cm can be used to slice the universe as a function of redshift \( z \) (or, equivalently, distance along the line of sight), just like any atomic resonance line in combination with the cosmological redshift. Together with the other two dimensions (angular position on the sky), 21-cm cosmology can thus be used to obtain a three-dimensional map of the diffuse cosmic H I distribution \([10]\), in the previously unexplored era of redshifts \( \sim 7 – 200 \).

Absorption or emission by the gas along a given line of sight changes the 21-cm brightness temperature \( T_b \), measured relative to the temperature of the background source, which here is the cosmic microwave background (CMB) \([11]\). The observed \( T_b \) is determined by the spin temperature \( T_S \), an effective temperature that describes the relative abundance of hydrogen atoms in the excited hyperfine level compared to the ground state. Primordial density inhomogeneities imprinted a three-dimensional power spectrum of 21-cm intensity fluctuations on scales down to \( \sim 10 \) kpc (all sizes henceforth are comoving unless indicated otherwise), making it the richest dataset on the sky \([12]\). The potential yield of 21-cm observations is further increased by the expected anisotropy of the 21-cm power spectrum \([13, 14, 15, 16]\).

The 21-cm signal vanished at redshifts above \( z \sim 200 \), when the gas kinetic temperature, \( T_k \), was close to the CMB temperature, \( T_{\text{CMB}} \), making the gas invisible with respect to the CMB background. Subsequently, the gas cooled adiabatically, faster than the CMB, and atomic collisions kept the spin temperature \( T_S \) of the hyperfine level population below \( T_{\text{CMB}} \), so that the gas appeared in 21-cm absorption \([17]\). As the Hubble expansion continued to rarely the gas, radiative coupling of \( T_S \) to \( T_{\text{CMB}} \) started to dominate over collisional coupling of \( T_S \) to \( T_k \) and the 21-cm signal began to diminish.

Once stars began to form, their radiation produced feedback on the intergalactic medium (IGM) and on other newly-forming stars, and substantially affected the 21-cm radiation. The first feedback came from the ultraviolet (UV) photons produced by stars between the Ly\( \alpha \) and Lyman limit wavelengths (i.e., energies in the range of 10.2 – 13.6 eV). These photons propagated freely through the Universe and some of them redshifted or scattered into the Ly\( \alpha \) reso-
Figure 1: The energy levels of hydrogen. The ionization energy of hydrogen is 13.6 eV, and the Lyman-\(\alpha\) (Ly\(\alpha\)) line (10.2 eV) corresponds to the \(n = 2\) to \(n = 1\) transition. The spin-flip transition (inset on the right) is a much lower energy splitting (5.87 \(\times\) 10\(^{-6}\) eV) within the ground state (\(n = 1\)) of hydrogen, corresponding to a wavelength of 21 cm and a frequency of 1420 MHz. Credits: Main portion: Michael Richmond (http://spiff.rit.edu/classes/phys301/lectures/spec_lines/spec_lines.html); Inset: Tiltec via Wikimedia Commons.
Table 1: The observed frequency corresponding to 21-cm radiation from a source at redshift \( z \), and the age of the Universe, listed versus \( 1 + z \). Units are as in the column labels except where indicated otherwise.

<table>
<thead>
<tr>
<th>( 1 + z )</th>
<th>Observed 21-cm Frequency [MHz]</th>
<th>Cosmic Age [Myr]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.42 GHz</td>
<td>13.8 Gyr</td>
</tr>
<tr>
<td>2</td>
<td>710</td>
<td>5.88 Gyr</td>
</tr>
<tr>
<td>3</td>
<td>473</td>
<td>3.29 Gyr</td>
</tr>
<tr>
<td>4</td>
<td>355</td>
<td>2.15 Gyr</td>
</tr>
<tr>
<td>7</td>
<td>203</td>
<td>934</td>
</tr>
<tr>
<td>10</td>
<td>142</td>
<td>547</td>
</tr>
<tr>
<td>15</td>
<td>94.7</td>
<td>297</td>
</tr>
<tr>
<td>20</td>
<td>71.0</td>
<td>192</td>
</tr>
<tr>
<td>25</td>
<td>56.8</td>
<td>137</td>
</tr>
<tr>
<td>30</td>
<td>47.3</td>
<td>104</td>
</tr>
<tr>
<td>40</td>
<td>35.5</td>
<td>67.5</td>
</tr>
<tr>
<td>50</td>
<td>28.4</td>
<td>48.2</td>
</tr>
<tr>
<td>60</td>
<td>23.7</td>
<td>36.5</td>
</tr>
</tbody>
</table>

The subject of cosmic reionization began in earnest after Gunn & Peterson (1965) [22] used a just-discovered quasar to show that the Universe around it was highly ionized. This led to much theoretical work on how the Universe might have been reionized. The subject of 21-cm cosmology is a more recent one. Hogan & Rees (1979) [10] worked out the basic ideas and noted that 21-cm observations could probe the properties of cosmic gas including its density, temperature, and spin temperature (which, they noted, could be different from the kinetic temperature). Scott & Rees (1990) [17] revisited the subject, now in the modern context of galaxy formation in a Universe dominated by cold dark matter; they were the first to note that 21-cm cosmology could probe reionization. Madau et al. (1997) [11] first considered 21-cm radiation during cosmic dawn, before the epoch of reionization (EOR)

1Two notes on common usage: The era/epoch of reionization is often denoted “EOR” in the literature; “Cosmic dawn” usually refers to the period between the formation of the first stars until the beginning of the EOR, although sometimes it is used as a general name for the entire period including the EOR.
Figure 2: Overview of cosmic history, with the age of the universe shown on the top axis and the corresponding redshift (plus one) on the bottom axis. Bottom panel: Yellow represents ionized hydrogen, and gray is neutral. Observers probe the cosmic gas using the absorption of background light (dotted lines) by atomic hydrogen. Stars formed in halos whose typical size continually grew with time, going from the first generation that formed through molecular-hydrogen cooling (red dots), to the larger galaxies that formed through atomic cooling and likely dominated cosmic reionization (blue dots), all the way to galaxies as massive as the Milky Way (green dots). Top panel: Corresponding sketch of the cosmic mean gas temperature within the IGM, including neutral regions only (cyan) or also ionized regions (blue) assumed to be at 10,000 K, these are compared to the CMB temperature (red curve). The gas was initially thermally coupled to the CMB, until it adiabatically cooled more rapidly, and was then heated first by X-ray heating and subsequently by reionization. Updated and expanded version of a Figure from [21].
Cosmic reionization remained the dominant subject in the field of the first stars for some time longer. After several years of confusion about the basic character of reionization (see § 6.1), the now-standard paradigm was developed. Barkana & Loeb (2004) [24] showed that the surprisingly strong clustering of high-redshift halos leads to large ionized bubbles due to groups of clustered galaxies, and to an inside-out topology (with high-density regions reionizing early, leaving the voids for last). Furlanetto et al. (2004) [25] created a quantitative analytical model that yielded the first predictions of the distribution of H II bubble sizes, showing that 10 Mpc (comoving) is typical for the central stage of reionization. This picture of reionization based on semi-analytic models [24, 25] was then verified by large-scale numerical simulations, starting with Iliev et al. (2006) [26]. The theoretical expectation that the bubbles of reionization were large provides a critical boost for observational efforts to discover the resulting 21-cm fluctuations, since if higher angular resolution were required, this would make it harder to reach the sensitivity needed to detect the faint cosmic signal.

Cosmic reionization was initially thought to be the only source of fluctuations available for 21-cm interferometers (other than primordial density and temperature fluctuations, which create significantly smaller signals than those driven by galaxies and their strongly enhanced clustering). The earlier 21-cm events of cosmic dawn pointed out by Madau et al. (1997) [11] were considered to be highly uniform, since the photons that drove them (Ly\(^\alpha\) photons in the case of Ly\(^\alpha\) coupling, and X-ray photons in the case of cosmic heating) can travel \(\sim 100\) Mpc in a neutral Universe before interacting. Unless rare objects such as quasars dominated, this seemed to imply a uniform cosmic transition that could only be seen with global 21-cm measurements that track the sky-averaged spectrum [27]. Cosmic dawn was opened up to interferometric observations when Barkana & Loeb (2005) [28] applied the same idea of unusually large fluctuations in the abundance of early galaxies, which had helped understand reionization, to earlier epochs. Spatial fluctuations in the Ly\(^\alpha\) intensity were shown to have led, in fact, to rather large 21-cm fluctuations from the Ly\(^\alpha\) coupling era. The same idea was then applied by Pritchard & Furlanetto (2007) [29] to the X-ray background during the cosmic heating era, showing that a large signal of 21-cm fluctuations should be expected in this case as well.

The entire story of 21-cm cosmology as described thus far is at the moment purely theoretical, but a great international effort is underway to open up the observational field of 21-cm cosmology. In particular, several arrays of low-frequency radio telescopes have been constructed (and are now operating) in order to detect the 21-cm fluctuations from cosmic reionization (and beyond). Current efforts include the Murchison Wide-field Array (MWA [30]), the Low Frequency Array (LOFAR [31]), the Giant Metrewave Radio Telescope (GMRT [32]), and the Precision Array to Probe the Epoch of Reionization (PAPER [33]), and future plans have been made for the Hydrogen Epoch of Reionization Array (HERA; http://reionization.org/) and the Square Kilometer Array (SKA; https://www.skatelescope.org/); a 21-cm cosmology pathfinder of the latter is the New Extension in Nançay Upgrading LOFAR (NenuFAR). Although the expected foregrounds (dominated by Galactic synchrotron) are much brighter than the 21-cm signal, they are not expected to include sharp spectral features. Thus, although ongoing experiments are expected to yield noisy maps, the prospects for extraction of the 21-cm signal (and from it the reionization history) are quite promising, using the key statistic of the 21-cm power spectrum [34, 35, 36] as well as other statistics [37, 38, 39, 40]. A different approach is to measure the total sky spectrum and detect the global reionization signal arising from the overall disappearance of atomic hydrogen [41, 42, 43]; current and future efforts (some also targeting eras before reionization) include the Experiment to Detect the Global EOR Step (EDGES [44]), the Large Aperture Experiment to Detect the Dark Ages (LEDA; http://www.cfa.harvard.edu/LEDA/), and the lunar-orbiting Dark
Ages Radio Explorer (DARE; http://lunar.colorado.edu/dare/).

A novel effect that was only noticed recently is the supersonic velocity difference between the gas and the dark matter [45]. This intriguing effect (often called the streaming velocity) is predicted to have influenced the gas distribution at high redshift as well as early galactic halos.

The plan for this review is to first lay out the theoretical groundwork for galaxy formation, in general (§ 2) and at high redshift in particular (§ 3), followed by the basics of 21-cm cosmology (§ 4). What follows is a detailed discussion of the velocity streaming effect and its consequences (§ 5). Next, we discuss in detail the milestones of radiative feedback during early cosmic history (§ 6), and then outline their 21-cm signatures (§ 7). Finally, we summarize the review and conclude with a general outlook on the field (§ 8).

2. Galaxy Formation: Basic Theory

The fundamental theoretical understanding of galaxy formation as related to the earliest generations of stars and galaxies has been reviewed extensively [23, 46]. Here we provide a brief updated overview and summarize some useful results and formulas.

2.1. Cosmological background

In General Relativity, the metric for a space which is spatially homogeneous and isotropic is the Robertson-Walker metric, which can be written in the form

$$ds^2 = dt^2 - a^2(t) \left[ \frac{dR^2}{1-kR^2} + R^2 \left( d\theta^2 + \sin^2 \theta d\phi^2 \right) \right],$$

where $a(t)$ is the cosmic scale factor which describes expansion in time, and $(R, \theta, \phi)$ are spherical comoving coordinates. The constant $k$ determines the geometry of the metric; it is positive in a closed universe, zero in a flat universe, and negative in an open universe. Observers at rest at fixed $(R, \theta, \phi)$ remain at rest, with their physical separation increasing with time in proportion to $a(t)$. A given observer sees a nearby observer at physical distance $D$ receding at the Hubble velocity $H(t)D$, where the Hubble constant at time $t$ is $H(t) = \frac{d \ln a(t)}{dt}$. Light emitted by a source at time $t$ is observed at the present time $t_0$ with a redshift $z = \frac{1}{a(t_0)} - 1$, where we set $a(t_0) \equiv 1$.

The Einstein field equations of General Relativity yield the Friedmann equation [47, 48]

$$H^2(t) = \frac{8\pi G}{3} \rho - \frac{k}{a^2},$$

which relates the expansion of the universe to its matter-energy content. For each component of the energy density $\rho$, with an equation of state $p = p(\rho)$, the density $\rho$ varies with $a(t)$ according to the equation of energy conservation

$$d(\rho R^3) = -pd(R^3).$$

With the critical density

$$\rho_c(t) \equiv \frac{3H^2(t)}{8\pi G},$$

defined as the density needed for $k = 0$, we define the ratio of the total density to the critical density as

$$\Omega \equiv \frac{\rho}{\rho_c}.$$
With $\Omega_m$, $\Omega_\Lambda$, and $\Omega_r$ denoting the present contributions to $\Omega$ from matter (including cold dark matter as well as a contribution $\Omega_b$ from baryons), vacuum density (cosmological constant), and radiation, respectively, the Friedmann equation becomes

$$\frac{H(t)}{H_0} = \left[ \frac{\Omega_m}{a^3} + \frac{\Omega_\Lambda}{a^4} + \frac{\Omega_r}{a^2} \right]^{1/2},$$

(6)

where we define $H_0$ and $\Omega_0 = \Omega_m + \Omega_\Lambda + \Omega_r$ to be the present values of $H$ and $\Omega$, respectively, and we let

$$\Omega_k \equiv -\frac{k}{H_0^2} = 1 - \Omega_0 .$$

(7)

In the particularly simple Einstein-de Sitter (EdS) model ($\Omega_m = 1$, $\Omega_\Lambda = \Omega_r = \Omega_k = 0$), the scale factor varies as

$$a(t) \propto t^{2/3} .$$

Even models with non-zero $\Omega_\Lambda$ or $\Omega_k$ approach the Einstein-de Sitter behavior at high redshifts, i.e., when

$$(1 + z) \gg \max \left[ \Omega_k/\Omega_m, (\Omega_\Lambda/\Omega_m)^{1/3} \right],$$

(8)

as long as we do not reach extremely early times at which $\Omega_k$ cannot be neglected. The approach to EdS is particularly rapid in practice given that current observations imply $\Omega_k \approx 0$. In this EdS regime (which we will also refer to as the high-$z$ regime),

$$H(t) \approx \frac{2}{3 H_0 \sqrt{\Omega_m}} (1 + z)^{-3/2} \approx \frac{5.49 \times 10^8 \left( \frac{\Omega_m h^2}{0.141} \right) \left( 1 + \frac{z}{10} \right)^{-3/2}}{10} \text{ yr} .$$

(10)

Another useful quantity is the comoving (or particle) horizon, the maximum distance from which light could have traveled to an observer in the age of the universe. It thus represents a causal horizon for physical influences (other than gravity). Its general expression, and its approximate value in the high-redshift regime defined above (not including an early period of inflation), are:

$$\eta = \int_0^t c \frac{dt'}{a(t')} \approx 5.05 \left( \frac{\Omega_m h^2}{0.141} \right)^{1/2} \left( \frac{1 + z}{10} \right)^{-1/2} \text{ Gpc} .$$

(12)

We note that cosmologists often explicitly take out the Hubble constant in expressions, e.g., distances in cosmology are expressed in units of $h^{-1}$ Mpc (and wavenumbers in $h$ Mpc$^{-1}$). This...
is to some degree a remnant of an earlier time when $h$ was uncertain by nearly a factor of two. Now that $h$ has been determined to equal 0.7 up to a few percent, it may be preferable to simply use units of Mpc in papers, and specify the assumed $h$ in case it is needed for precise comparisons.

In the standard hot Big Bang model, the universe is initially hot and the energy density is dominated by radiation. The transition to matter domination occurs at $z \sim 3400$, but the universe remains hot enough that the gas is ionized, and electron-photon scattering effectively couples the baryonic matter and the radiation. At $z \sim 1100$ the temperature drops below $\sim 3000$ K and protons and electrons recombine to form neutral hydrogen. The photons then decouple and travel freely until the present, when they are observed as the CMB.

2.2. Linear perturbation theory

Observations of the CMB (e.g., [49]) show that the universe at recombination was extremely uniform, but with large-scale fluctuations in the energy density and gravitational potential of roughly one part in $10^5$. Such small fluctuations, generated in the early universe, grew over time due to gravitational instability, and eventually led to the formation of galaxies and the large-scale structure observed in the present universe.

We distinguish here between physical/proper and comoving coordinates. Using vector notation, the physical coordinate $\mathbf{r}$ corresponds to a comoving position $\mathbf{x} = \mathbf{r}/a$. In a homogeneous universe with density $\rho$, we describe the cosmological expansion in terms of an ideal pressure-less fluid of particles each of which is at fixed $\mathbf{x}$, expanding with the Hubble flow $\mathbf{v} = H(t) \mathbf{r}$ where $v = d\mathbf{r}/dt$. Onto this uniform expansion we impose small perturbations, given by a relative density perturbation

$$\delta(\mathbf{x}) \equiv \frac{\rho(\mathbf{r})}{\bar{\rho}} - 1 ,$$

where the mean fluid density is $\bar{\rho}$, with a corresponding peculiar velocity $\mathbf{u} \equiv \mathbf{v} - H \mathbf{r}$. Then the fluid is described by the continuity and Euler equations in comoving coordinates [50, 51]. The gravitational potential $\phi$ is given in turn by the Poisson equation, in terms of the density perturbation. This fluid description is valid for describing the evolution of collisionless cold dark matter particles until different particle streams cross. After such “shell-crossing”, the individual particle trajectories must in general be followed, but this typically occurs only after perturbations have grown to become non-linear. Similarly, baryons can be described as a pressure-less fluid as long as their temperature is negligibly small, but non-linear collapse leads to the formation of shocks in the gas.

For small perturbations $\delta \ll 1$, the fluid equations can be linearized and combined to yield

$$\frac{\partial^2 \delta}{\partial t^2} + 2H \frac{\partial \delta}{\partial t} = 4\pi G \bar{\rho} \delta .$$

This linear equation has in general two independent solutions, the so-called growing and decaying modes. Starting with random initial conditions, the growing mode comes to dominate the density evolution. Thus, until it becomes non-linear, the density perturbation maintains its shape in comoving coordinates and grows in proportion to a growth factor $D(t)$. In the Einstein-de Sitter model (or, at high redshift, in other models as well) the growth factor is simply proportional to $a(t)$. Given the standard normalization of $D(a = 1) = 1$, in EdS we would simply have $D(a) = a$, while in $\Lambda$CDM with our standard parameters, at high redshift we have $D(a) \approx 1.28a$. In other words, the recent dominance by the cosmological constant in $\Lambda$CDM suppresses the
linear growth of structure down to the present by a factor of 1.28 compared to a universe that continued to follow the EdS model.

More generally, there is also a decaying mode that declines with time rapidly after matter-radiation equality, as \(a^{-3/2}\) in EdS. More importantly, in the presence of baryons, the difference between the distribution of dark matter and baryons persists for much longer (see § 2.4).

The spatial form of the initial density fluctuations can be described in Fourier space, in terms of Fourier components \(\delta_k\), where

\[
\delta_k = \int d^3x \delta(x)e^{-i k \cdot x} ; \quad \delta(x) = \int \frac{d^3k}{(2\pi)^3} \delta_k e^{i k \cdot x} .
\]  

We note that the \((2\pi)^3\) factor is sometimes switched (or split) between these two equations, so care must be taken when comparing results that use different conventions for this factor within the definitions of the Fourier transform and its inverse. Here we have introduced the comoving wavevector \(k\), whose magnitude \(k\) is the comoving wavenumber which is equal to \(2\pi\) divided by the wavelength.

The Fourier description is particularly simple for fluctuations generated by cosmic inflation [48]. Inflation generates perturbations given by a Gaussian random field, in which different \(k\)-modes are statistically independent, each with a random phase. The statistical properties of the fluctuations are determined by the variance of the different \(k\)-modes, and the variance is described in terms of the power spectrum \(P(k)\) as follows:

\[
\langle \delta_k \delta^*_{k'} \rangle = (2\pi)^3 P(k) \delta_D^{(3)}(k - k') ,
\]  

where \(\delta_D^{(3)}\) is the three-dimensional Dirac delta function. Note that \(P(k)\) has units of volume, or, more generally, the power spectrum of some quantity has units of volume times the square of the units of that quantity.

In standard models, inflation produces a primordial power-law spectrum \(P(k) \propto k^n\) with \(n \sim 1\). Perturbation growth in the radiation-dominated and then matter-dominated universe results in a modified final power spectrum, characterized by a turnover at a scale of order the horizon \(cH^{-1}\) at matter-radiation equality, and a small-scale asymptotic shape of \(P(k) \propto k^{n-4}\). On large scales the power spectrum evolves in proportion to the square of the growth factor, and this simple evolution is termed linear evolution. On small scales, the power spectrum changes shape due to the additional non-linear gravitational growth of perturbations, yielding the non-linear (also called “full”) power spectrum. The overall amplitude of the power spectrum is not specified by current models of inflation, and it is usually set observationally using the CMB temperature fluctuations or local measures of large-scale structure.

Since density fluctuations may exist on all scales, in order to determine the formation of objects of a given size or mass it is useful to consider the statistical distribution of the smoothed density field. Using a window function \(W(y)\) normalized so that \(\int d^3y W(y) = 1\), the smoothed density perturbation field, \(\int d^3y \delta(x + y)W(y)\), itself follows a Gaussian distribution with zero mean. For the particular choice of a spherical top-hat, in which \(W\) is constant within a sphere of radius \(R\) and is zero outside it, the smoothed perturbation field measures the fluctuations in the mass \(M\) in spheres of radius \(R\). Indeed, a halo of mass \(M\) forms out of an initial (i.e., when \(\delta \to 0\)) region of comoving radius \(R\), where

\[
M = \frac{4}{3} \pi \bar{\rho}_0 R^3 = 1.64 \times 10^8 \left(\frac{\Omega_{\text{m}} h^2}{0.141}\right) \left(\frac{R}{100 \text{ kpc}}\right)^3 M_\odot .
\]
The inverse relation is:

\[ R = 84.8 \left( \frac{\Omega_m h^2}{0.141} \right)^{1/3} \left( \frac{M}{10^9 M_\odot} \right)^{1/3} \text{ kpc}. \]  

(18)

The normalization of the present power spectrum is often specified by the value of \( \sigma_8 \equiv \sigma(R = 8 h^{-1} \text{Mpc}) \). For the top-hat, the smoothed perturbation field is denoted \( \delta_R \) or \( \delta_M \) (in reference to the equivalent mass \( M \)). The variance \( \langle \delta_M \rangle^2 \) is

\[ S(M) = \sigma^2(M) = \sigma^2(R) = \int_0^\infty \frac{dk}{2\pi^2} k^2 P(k) \left[ \frac{3j_1(kR)}{kR} \right]^2, \]  

(19)

where \( j_1(x) = (\sin x - x \cos x)/x^2 \). The function \( \sigma(M) \) plays a crucial role in estimates of the abundance of collapsed objects, as described below. We note that Eq. 19 in the limit of no smoothing (i.e., \( R \to 0 \)) shows that the contribution of power at wavenumber \( k \) per log \( k \) to the variance at a point is \( k^3 P(k)/(2\pi^2) \). The relative (dimensionless) fluctuation level at \( k \) is defined as the root mean square, i.e., the square root of this contribution to the variance, and in 21-cm cosmology, if the cosmic mean 21-cm brightness temperature at some redshift is \( \langle T_b \rangle \), then the 21-cm fluctuation level \( \delta T_b \) at \( k \) (usually in units of mK) is defined as:

\[ \delta T_b = \langle T_b \rangle \sqrt{\frac{k^3 P(k)}{2\pi^2}}, \]  

(20)

in terms of the dimensionless 21-cm power spectrum \( P(k) \) (i.e., the power spectrum of relative fluctuations in the 21-cm brightness temperature).

2.3. Non-linear collapse

The small density fluctuations evidenced in the CMB grow over time as described in the previous subsection, until the perturbation \( \delta \) becomes of order unity, and the full non-linear gravitational problem must be considered. The dynamical collapse of a dark matter halo can be solved analytically only in cases of particular symmetry, with the simplest case being that of spherical symmetry. Although this model is restricted in its direct applicability, the results of spherical collapse have turned out to be surprisingly useful in understanding the properties and distribution of halos in models based on cold dark matter.

In spherical collapse, at the moment when the top-hat collapses to a point, the extrapolated overdensity as predicted by linear theory is [50] \( \delta_L = 1.686 \) in the Einstein-de Sitter model, with a weak dependence on \( \Omega_m \) and \( \Omega_\Lambda \) in the more general case. Thus, a top-hat collapses at redshift \( z \) if its linear overdensity extrapolated to the present day (also termed the critical density of collapse) is

\[ \delta_{\text{crit}}(z) = \frac{1.686}{D(z)}, \]  

(21)

where we again set \( D(z = 0) = 1 \).

Even a slight violation of the exact symmetry of the initial perturbation can prevent the top-hat from collapsing to a point. Instead, the halo reaches a state of virial equilibrium by violent relaxation (phase mixing). Using the virial theorem \( U = -2K \) to relate the potential energy \( U \) to the kinetic energy \( K \) in the final state, the final overdensity relative to the critical density at the collapse redshift is found to be \( \Delta_c = 18\pi^2 \approx 178 \) in the Einstein-de Sitter model. This theoretical value is slightly modified in \( \Lambda \)CDM, but conventionally the EdS value (or even the rougher value
of 200) is often used to define the virial radius \( r_{\text{vir}} \) and the virial masses of halos in numerical simulations and in analyses of observations.

Quantitatively, a halo of mass \( M \) collapsing at redshift \( z \) (assumed high enough for the EdS limit) thus has a physical virial radius

\[
r_{\text{vir}} = 1.51 \left( \frac{\Omega_m h^2}{0.141} \right)^{-1/3} \left( \frac{M}{10^8 M_\odot} \right)^{1/3} \left( \frac{\Delta_c}{18 \pi^2} \right)^{-1/3} \left( 1 + \frac{z}{10} \right)^{-1} \text{kpc},
\]

(22)

a corresponding circular velocity,

\[
V_c = \left( \frac{GM}{r_{\text{vir}}} \right)^{1/2} = 16.9 \left( \frac{\Omega_m h^2}{0.141} \right)^{1/6} \left( \frac{M}{10^8 M_\odot} \right)^{1/3} \left( \frac{\Delta_c}{18 \pi^2} \right)^{1/6} \left( 1 + \frac{z}{10} \right)^{1/2} \text{km s}^{-1},
\]

(23)

and a virial temperature

\[
T_{\text{vir}} = \frac{\mu m_p V_c^2}{2 k_B} = 1.03 \times 10^4 \left( \frac{\Omega_m h^2}{0.141} \right)^{1/3} \left( \frac{\mu}{0.6} \right) \left( \frac{M}{10^8 M_\odot} \right)^{2/3} \left( \frac{\Delta_c}{18 \pi^2} \right)^{1/3} \left( 1 + \frac{z}{10} \right) \text{K},
\]

(24)

where \( \mu \) is the mean molecular weight in units of the proton mass \( m_p \). Note that the value of \( \mu \) depends on the ionization state of the gas; \( \mu = 0.59 \) for a fully ionized primordial gas, \( \mu = 0.61 \) for a gas with ionized hydrogen but only singly-ionized helium, and \( \mu = 1.22 \) for neutral primordial gas.

Although spherical collapse captures some of the physics governing the formation of halos, structure formation in cold dark matter models proceeds hierarchically. At early times, most of the dark matter is in low-mass halos, and these halos continuously accrete and merge to form high-mass halos. Numerical simulations of hierarchical halo formation indicate a roughly universal spherically-averaged density profile for the resulting halos (Navarro, Frenk, & White 1997 [52], hereafter NFW), though with considerable scatter among different halos. The NFW profile has the form

\[
\rho(r) \propto \frac{1}{c_N x (1 + c_N x)^2},
\]

(25)

where \( x = r/r_{\text{vir}} \) and \( c_N \) is the concentration parameter.

In addition to characterizing the properties of individual halos, a critical prediction of any theory of structure formation is the abundance of halos, i.e., the number density of halos as a function of mass, at any redshift. While the number density of halos can be measured for particular cosmologies in numerical simulations, an analytical model helps us gain physical understanding, can be used to explore the dependence of the halo abundance on the cosmological parameters, and can be extrapolated to regimes that cannot be reached by current simulations. It is also a starting point towards building models for the abundances of galaxies and galaxy clusters.

A simple analytical model that has become the basis for work in this field was developed by Press & Schechter (1974) [53]. The model is based on the ideas of a Gaussian random field of density perturbations, linear gravitational growth, and spherical collapse. To determine the abundance of halos at a redshift \( z \), in this model we use \( \delta_M \), the density field smoothed on a mass scale \( M \), as defined in the previous subsection. Although the model is based on the initial conditions, it is usually expressed in terms of redshift-zero quantities. Thus, we use the linearly-extrapolated density field, i.e., the initial density field at high redshift extrapolated to the present by simple multiplication by the relative linear growth factor. A useful entity is the 'present power
spectrum’, which refers to the initial power spectrum, linearly-extrapolated to the present without including non-linear evolution. Since \( \delta_M \) is distributed as a Gaussian variable with zero mean and standard deviation \( \sigma(M) \) [which is determined by Eq. (19) from the present power spectrum], the probability that \( \delta_M \) is greater than some \( \delta \) equals \( \frac{1}{2} \text{erfc} \left( \frac{\delta}{\sqrt{2} \sigma(M)} \right) \). The fundamental ansatz is to identify this probability with the fraction of dark matter particles that are part of collapsed halos of mass greater than \( M \), at redshift \( z \). There are two additional ingredients: First, the value used for \( \delta \) is \( \delta_{\text{crit}}(z) \) given in Eq. (21), which is the critical density of collapse found for a spherical top-hat (extrapolated to the present since \( \sigma(M) \) is calculated using the present power spectrum); and second, the fraction of dark matter in halos above \( M \) is multiplied by an additional factor of 2 in order to ensure that every particle ends up as part of some halo with \( M > 0 \). Thus, the final formula for the mass fraction in halos above \( M \) at redshift \( z \) is

\[
F(> M | z) = \text{erfc} \left( \frac{\delta_{\text{crit}}(z)}{\sqrt{2} \sigma(M)} \right). \tag{26}
\]

This ad-hoc factor of 2 is necessary, since otherwise only positive fluctuations of \( \delta_M \) would be included. Bond et al. (1991) [54] found a more satisfactory derivation of this correction factor, using a different ansatz. In their derivation, the factor of 2 originates from the so-called “cloud-in-cloud” problem: For a given mass \( M \), even if \( \delta_M \) is smaller than \( \delta_{\text{crit}}(z) \), it is possible that the corresponding region lies inside a region of some larger mass \( M_L > M \), with \( \delta_{M_L} > \delta_{\text{crit}}(z) \). In this case the original region should be counted as belonging to a halo of mass \( M_L \). Bond et al. (1991) [54] showed that, under certain assumptions, the additional contribution results precisely in a factor of 2 correction. We note that this work is the basis of the extended Press-Schechter model, which is mentioned later in this review.

The halo abundance (or halo mass function) is

\[
\frac{dn}{dM} = \hat{\rho}_{\text{in}} \frac{dS}{dM} f(\delta_{\text{crit}}(z), S), \tag{27}
\]

where \( dn \) is the comoving number density of halos with masses in the range \( M \) to \( M + dM \). \( S = \sigma^2(M) \) is the variance on scale \( M \), and \( f(\delta_{\text{crit}}(z), S) \) is defined to be the mass fraction contained at \( z \) within halos with mass in the range corresponding to \( S \) to \( S + dS \). In the Press-Schechter model [53],

\[
f_{PS}(\delta_{\text{crit}}(z), S) = \frac{1}{\sqrt{2\pi}} \frac{\nu}{S} \exp \left[ -\frac{\nu^2}{2} \right], \tag{28}
\]

where \( \nu = \delta_{\text{crit}}(z)/\sqrt{S} \) is the number of standard deviations that the critical collapse overdensity at \( z \) represents on the mass scale \( M \) corresponding to the variance \( S \).

The classic Press-Schechter [53] model for the halo mass function fits numerical simulations only roughly, and in particular it substantially underestimates the abundance of the rarest, most massive halos. The halo mass function of Sheth & Tormen (1999) [55], with modified best-fit parameters [56], fits numerical simulations much more accurately [57]. It is given by:

\[
f_{ST}(\delta_{\text{crit}}(z), S) = A' \frac{\nu}{S} \sqrt{\frac{a'}{2\pi}} \left[ 1 + \frac{1}{(a'\nu^2 S)^r} \right] \exp \left[ -\frac{a'\nu^2}{2} \right], \tag{29}
\]

with best-fit parameters \( a' = 0.75 \) and \( q' = 0.3 \), and where normalization to unity is ensured by taking \( A' = 0.322 \).
In addition to the overall, mean abundance of halos, another key question in cosmology and galaxy formation is the spatial distribution of the halo number density. In particular, since halos form due to gravity, massive halos should form in larger numbers in regions of high overall density than in low-density voids. Thus, density fluctuations are expected to lead to spatial fluctuations in the halo number density. This leads to the concept of halo (or galaxy) bias, a now-standard concept in galaxy formation [53, 58, 59, 60, 54, 61]. Particularly simple is the case of linear bias, i.e., when the distribution of galaxies is a proportionally amplified ("biased") version of that of the underlying density of matter. Mathematically this means that the relative fluctuations in the number density of galactic halos ($\delta_g$) are proportional to the relative fluctuations in the underlying density of matter $\delta$:

$$\delta_g = b \delta,$$

(30)

where $b$ is the linear bias factor (or simply "the bias").

This simple result is expected to be reasonably accurate when looking at fluctuations on large scales $s$ (usually tens of comoving Mpc or more). Several conditions must be satisfied for this to be true. The scale $s$ must be much larger than the spatial scales involved in forming the individual galactic halos whose clustering is being considered; this allows a separation of scales that is the basis of a simple approximation called a peak-background split [60]. Also, in order to avoid non-linear effects, the scale $s$ must be large enough that typically $\delta \ll 1$, i.e., the variance is small when the density field is averaged on the scale $s$. Similarly, $\delta_g \ll 1$ on that scale is advisable. Finally, gravity must dominate galaxy formation, or at least, any other effects (such as astrophysical feedbacks) must operate on much smaller scales than $s$. Of these conditions, the first two tend to be more favorable at high redshifts, since the galaxies are typically small and thus associated with small formation scales, and density fluctuations on large scales are still relatively small. However, the last two conditions become more problematic, as discussed in great detail in the rest of this review. High-redshift galaxies are highly biased, so their fluctuations are much larger than those in the underlying density (section 3.1); and since early galaxies were typically small, they were susceptible to a variety of external feedbacks that operate on scales of order 100 Mpc, including the supersonic streaming velocity (section 5) and various radiative feedbacks (section 6).

2.4. Baryons: linear evolution, pressure, and cooling

Baryons play a major role in cosmology. On the largest scales, their coupling to the photons in the early universe leaves them clustered differently from the dark matter, with the difference decaying away only gradually. On smaller scales, the baryonic pressure suppresses gravitational growth. Most directly, of course, the baryons are important since stars form out of baryons that cool and collapse to high density. To get started, we note a useful number: the cosmic mean number density of hydrogen (including both neutral and ionized forms) is

$$\bar{n}_H(z) = 1.89 \times 10^{-7} \left(\frac{\Omega_b h^2}{0.0221}\right) (1 + z)^3 \text{ cm}^{-3},$$

(31)

assuming that 76% of the baryon mass density is in hydrogen. The number density of helium is smaller by a factor of 12.7.

As noted in § 2.2, in the presence of dark matter only, the linear perturbations are dominated by a growing mode that is $\propto a$ in EdS, as the decaying mode drops rapidly, $\propto a^{-3/2}$ in EdS. On large scales, baryons also respond to gravity only (after cosmic recombination), but their initial conditions are different, as their strong coupling to the CMB photons up to recombination
suppresses their sub-horizon fluctuations. Thus, cosmic recombination begins a period of baryonic infall, during which the baryons gradually catch up with the dark matter perturbations [50]. Specifically, if we denote the perturbations of the dark matter and baryon density $\delta_{dm}$ and $\delta_b$, respectively, and their mass fractions within the total matter density $f_{dm} = (\Omega_m - \Omega_b)/\Omega_m$ and $f_b = \Omega_b/\Omega_m$, then it is useful to work with the perturbation of the total density, $\delta_{tot} = f_{dm}\delta_{dm} + f_b\delta_b$, and the difference $\delta_{diff} = \delta_b - \delta_{tot}$. In linear perturbation theory, $\delta_{tot}$ has the usual growing and decaying modes (i.e., $\propto a$ and $\propto a^{-3/2}$ in EdS), while the two solutions for $\delta_{diff}$ are constant ($\propto 1$) and $\propto a^{-1/2}$ in EdS. Thus, the baryon perturbation $\delta_b$ approaches $\delta_{tot}$ gradually from below. This approach can be described through their relative difference. If we approximately include only the dominant modes, this key quantity decays as [62]

$$r_{LSS} \equiv \frac{\delta_{diff}}{\delta_{tot}} \approx -0.3\% a^{-1/2}. \quad (32)$$

This decay is slow enough that the gradual baryonic infall is in principle observable in high-redshift 21-cm measurements [63] and perhaps also in the distribution of galaxies at low redshift [64, 65].

During this era of baryonic infall, and before cosmic heating from radiative astrophysical sources, the gas cooled adiabatically with the expansion. Traditional calculations [50, 66, 67] assumed a uniform speed of sound for the gas at each redshift, but a more careful consideration of the combination of adiabatic cooling and Compton heating substantially modifies the temperature perturbations on all scales [68, 69, 63, 70].

On small scales, the density evolution is no longer purely gravitational, as the gas pressure suppresses baryon perturbations. The relative force balance at a given time can be characterized by the Jeans scale, which is the minimum scale at which a small perturbation will grow due to gravity overcoming pressure gradients. If the gas has a uniform sound speed $c_s$, then the comoving Jeans wavenumber is

$$k_J = \frac{a}{c_s} \sqrt{\frac{4\pi G \bar{\rho}_m}{\rho}}. \quad (33)$$

In the simple limit where the gas cools adiabatically (after thermally decoupling from the CMB at $z \sim 150$), this gives a characteristic Jeans mass (defined in terms of a sphere of diameter equal to the Jeans wavelength) [23]

$$M_J = \frac{4\pi}{3} \left( \frac{\pi}{k_J} \right)^3 \bar{\rho}_m = 5.89 \times 10^9 \left( \frac{\Omega_m h^2}{0.141} \right)^{-1/2} \left( \frac{\Omega_b h^2}{0.0221} \right)^{-3/5} \left( \frac{1 + z}{10} \right)^{3/2} M_\odot. \quad (34)$$

The Jeans mass, however, is not the whole story, since it is related only to the evolution of perturbations at a given time. When the Jeans mass itself varies with time, the overall suppression of the growth of perturbations depends on a time-averaged Jeans mass, the filtering mass [71]. To define it, we start from the regime of large-scale structure (i.e., scales too large to be affected by pressure, but much smaller than the horizon and the scale of baryon acoustic oscillations), where, as noted above, $r_{LSS}$ does not depend on $k$, and is simply a function of redshift. On smaller scales, the next-order term describing the difference between the baryons and dark matter is the $k^2$ term [71], and the filtering wavenumber $k_F$ and corresponding mass scale $M_F$ are defined through [62]

$$\frac{\delta_b}{\delta_{tot}} = 1 + r_{LSS} \frac{k^2}{k_F^2}; \quad M_F \equiv \frac{4\pi}{3} \left( \frac{\pi}{k_F} \right)^3 \bar{\rho}_m. \quad (35)$$
This filtering mass scale captures how the whole history of the evolving Jeans mass affects the final baryon perturbations that result at a given time. Starting at early times, since the baryon fluctuations are very small before cosmic recombination, the gas pressure (which depends on $\delta_b$) starts out small, so the filtering mass starts from low values and rises with time up to a value of $\sim 3 \times 10^4 M_\odot$ [62] around redshift 30. It then drops due to the cooling cosmic gas, but the drop is very gradual (reaching $\sim 2 \times 10^4 M_\odot$ at $z = 10$ in the absence of cosmic heating or reionization) due to the remaining after-effects of the suppression of gas infall at higher redshifts. This behavior is significantly different from the Jeans mass, which declines rapidly with time (as in Eq. 34) and drops below $10^4 M_\odot$ at $z = 13$.

What makes the filtering mass even more useful is that it seems to offer in many situations a good estimate of the minimum halo mass that manages to accrete a significant amount of gas (e.g., 50% of the cosmic baryon fraction). It is natural to expect some relation between this characteristic, minimum halo mass and the filtering mass, since the gas fraction in a collapsing halo reflects the total amount of gas that was able to accumulate in the collapsing region during the entire, extended collapse process. For example, a sudden change in gas temperature immediately begins to affect gas motions (through the pressure-gradient force), but has only a gradual, time-integrated effect on the overall amount of gas in a given region. In this way, the minimum accreting mass is analogous to the linear-theory filtering mass. However, the former is defined within the deeply non-linear regime, so the two masses may not necessarily agree quantitatively.

Gnedin [72] first compared the filtering mass to the characteristic mass in numerical simulations, suggesting that they are approximately equal in the post-reionization universe in which the IGM is hot and ionized. However, he used a non-standard definition of the filtering mass that equals 8 times the standard definition given above. Subsequently, higher-resolution simulations did not find a clear relation between the theoretically calculated filtering mass and the characteristic mass measured in post-reionization simulations [73, 74]. However, the heating within simulations of inhomogeneous reionization is complex, and thus the filtering mass (which depends on the thermal history) is difficult to compute directly. The filtering mass has been shown to agree to within a factor of $\sim 1.5$ with the characteristic mass measured in simulations at higher redshifts, throughout the era prior to significant cosmic heating or reionization, as well as after a controlled, sudden heating [75, 76]. Thus, the issue of the possible usefulness of the filtering mass after reionization has not been settled, but alternative models have been recently proposed to fit results from post-reionization simulations [77, 78].

The conclusion is that prior to cosmic heating and reionization, gas is expected to accumulate significantly in dark matter minihalos down to a mass of $\sim 3 \times 10^4 M_\odot$ [76]. This minimum accretion mass later rises during cosmic heating and even more rapidly within ionized regions during cosmic reionization. In addition, even at the highest redshifts, the minimum mass is boosted in regions of significant streaming velocity (see § 5 below).

We end this section with a brief summary of cooling. Figure 3 shows the cooling curve for primordial gas, prior to metal enrichment. Primordial atomic gas can radiate energy only once hydrogen or helium are significantly ionized, so such cooling is limited to gas at temperatures above $\sim 10^4$ K. At high redshifts, most of the gas is in halos with relatively low masses, so that even if the accreted gas is shocked and heated to the virial temperature (Eq. 24), it is unable to cool. However, in the presence of even a small ionized hydrogen fraction, molecular hydrogen can acquire sufficient abundance to provide significant cooling [79], and its rotational and vibrational transitions allow cooling down to below $10^3$ K. Further details about primordial gas cooling are reviewed elsewhere [23].
Figure 3: Cooling rates as a function of temperature for a primordial gas composed of atomic hydrogen and helium, as well as molecular hydrogen, in the absence of any metals or external radiation. The plotted quantity $\Lambda/n_H^2$ is roughly independent of density (unless $n_H \gg 10 \text{ cm}^{-3}$), where $\Lambda$ is the volume cooling rate (in erg/sec/cm$^3$). The solid line shows the cooling curve for an atomic gas, with the characteristic peaks due to collisional excitation of H I and He II. The dashed line shows the additional contribution of molecular cooling, assuming a molecular abundance equal to 0.1% of $n_H$. From [23].
3. Galaxy Formation: High-Redshift Highlights

In this section we expand on several features of galaxy formation that are particularly important at high redshifts. We first discuss fluctuations in the density of galaxies, which are generally important in cosmology, but at high redshift the fluctuations become unusually large and this has significant consequences that reverberate throughout this review. We then discuss various challenges of numerical simulations and approaches to deal with them. While simulations have become an indispensable tool in cosmology, it is important to bear in mind that they have fundamental limitations, some of them specific to, or worsening at, high redshifts. For example, while simulations at low redshift can be continually tested by and improved based on astronomical observations, this is not currently possible (or is at least far more limited) at high redshift. Finally, we discuss the formation of the very first stars, obviously a subject of great theoretical and numerical interest, hopefully with significant observational traces as well.

3.1. Large fluctuations in the galaxy number density

A broad, common thread runs through much of the recent theoretical development of cosmic reionization and 21-cm cosmology: The density of galaxies (or stars) varies spatially, with the fluctuations becoming surprisingly large at high redshift, even on quite large cosmological scales [24]. This can be understood from the standard theory of galaxy formation as due to the fact that the first galaxies represented rare peaks in the cosmic density field.

As an analogy, imagine searching on Earth for mountain peaks above 5000 meters. The 200 such peaks are not at all distributed uniformly but instead are found in a few distinct clusters on top of large mountain ranges. Similarly, in order to find the early galaxies, one must first locate a region with a large-scale density enhancement, and then galaxies will be found there in abundance. For a more detailed argument, note that galactic halos form roughly in regions where the linearly extrapolated density perturbation reaches above a fixed threshold value $\delta_{\text{crit}}(z)$ (see section 2.3). Now, the total density at a point is the sum of contributions from density fluctuations on various scales (Figure 4). For initial perturbations from inflation (which follow the statistics of a Gaussian random field), the fluctuations on different scales are statistically independent. Thus, the same small-scale density fluctuations are added, in different regions, to various long-wavelength density fluctuations. In an over-dense region on large scales, the small-scale fluctuations only need to supply the missing amount needed to reach $\delta_{\text{crit}}(z)$, while in a large-scale void, the same small-scale fluctuations must supply a total density of $\delta_{\text{crit}}(z)$ plus the extra density missing within the void. This means that a larger fraction of the volume within the overdense region will reach above $\delta_{\text{crit}}(z)$ in total density, and thus more halos will form there. Now, at high redshift, when density fluctuations had not yet had time for much gravitational growth, the effective threshold value $\delta_{\text{crit}}(z)$ is many times larger than the typical density fluctuation on the scales that form galactic halos. In other words, each halo represents a many-$\sigma$ fluctuation. Under Gaussian statistics, the fraction of points above $t\sigma$ changes rapidly with $t$, once $t$ is 2–3 or higher. Thus, the abundance of halos in a given region changes rapidly with small changes of the mean density in the region (and this mean density is set by large-scale density modes). The density of star formation is thus expected to show strongly biased (i.e., amplified) fluctuations on large scales [24]. These large-scale fluctuations at high redshift, and their great observational importance, had for a long time been underestimated, in part because the limited range of scales available to numerical simulations put these fluctuations mostly out of their reach.

Figure 5 illustrates a further effect, which is that the limited box size of simulations leads to a delay of halo formation, or equivalently, an underestimate of the abundance of halos (and stars) at
Figure 4: Simple illustration of the large bias of high-redshift galaxies, which is the main idea driving the character of reionization [24] and the 21-cm fluctuations during cosmic dawn [28]. To form a halo, the total (linearly-extrapolated) density fluctuation must reach a value $\delta_c$ [denoted $\delta_{\text{crit}}(z)$ in Eq. (21)], from the sum of large-scale and small-scale density fluctuations. Thus, a large-scale void (bottom left) might have no halos, a typical region (top) a couple small halos, while a region with a large-scale overdensity (bottom right) will have many halos, both small and large. See text for additional explanation.
any given time. The reason is that the periodic boundary conditions within the finite simulation box artificially set the amplitude of large-scale modes (above the box size) to zero. There are many such volumes in the real Universe, with various mean densities (that follow a Gaussian distribution, within linear perturbation theory). Since galaxies (especially at high redshift) are highly biased, most of them form in those volumes that have an unusually high mean density. Thus, a simulated volume at the cosmic mean density is not representative of the locations of stars.

This limitation of simulations is most acute for the very first star in the Universe, a challenge of special interest for simulators because it represents in principle a perfectly clean problem, before the first entrance of the complexities of astrophysical feedback from prior star formation. The very first star formed in a very rare high-density region. Indeed, the large size of the real Universe allowed such a rare fluctuation to be found somewhere by chance, but it is unlikely to be found within a small simulation box, even if the simulation has the right abundance of galaxies (while real simulations, in addition, artificially lower this abundance when setting the mean density in the box to the cosmic mean density). For example, one of the first high-resolution “first star” simulations formed its first star only at redshift 18.2 [81], while analytical methods show that the first stars must have formed at \( z \sim 65 \) [8, 9] within our past light cone (i.e., so that we can in principle see them as they formed), or a further \( \Delta z \sim 6 \) earlier [82] within the entire volume of the observable Universe (so that we can see them or their remnants after they formed). On this point, we note that there were some early, rough analytical estimates of the formation redshift of the very first stars [83, 84].

More generally, Barkana & Loeb (2004) [24] developed a hybrid model that allows one to predict the modified halo mass function in regions of various sizes and various average densities. As noted in section 2.3, for the cosmic mean halo abundance, the classic Press-Schechter [53] model works only roughly, while the halo mass function of Sheth & Tormen (1999) [55] (with modified best-fit parameters [56]) fits numerical simulations much more accurately [57]. Now, a generalization of the Press-Schechter model known as the extended Press-Schechter model [54] allows the prediction of the halo mass function in a given volume (of given size and mean density) compared to the cosmic mean mass function. No simple generalization of this type is known for the Sheth-Tormen mass function, but Barkana & Loeb [24] pointed out that this problem can be overcome since the prediction of the extended Press-Schechter model for the change relative to the cosmic mean mass function has been shown to provide a good fit to numerical simulations over a wide range of parameters [61, 85, 56]. Thus, the Barkana & Loeb [24] hybrid model starts with the Sheth-Tormen mass function and applies a correction based on the extended Press-Schechter model. The model gives a good match to simulations even in volumes that strongly deviate from the cosmic mean halo function (Figure 5).

The idea of unusually large fluctuations in the abundance of early galaxies first made a major impact on studies of cosmic reionization, leading to the conclusion that reionization occurs inside-out, with typical H II bubbles that are larger and thus easier to observe than previously thought [24] (see § 6.1). The same idea soon found another important application in a different regime, leading to the prediction of 21-cm fluctuations from earlier times during cosmic dawn. The study of fluctuations in the intensity of early cosmic radiation fields began with Ly\( \alpha \) radiation [28] (see § 6.2) and continued to other fields including the X-rays responsible for early cosmic heating [29] (see § 6.3). These are all sources of 21-cm fluctuations, and are thus the main targets for 21-cm radio interferometers. Clearly, the idea of substantial large-scale fluctuations in galaxy numbers is a driver of much of the current theoretical and observational interest in 21-cm cosmology as a way to probe the era of early galaxy formation. The recent discovery
Figure 5: Halo mass function at high redshift in a 1 Mpc box at the cosmic mean density. Data points show the number of halos above mass $7 \times 10^5 M_\odot$ as measured in simulations (from Figure 5 of [80]) with two different sets of cosmological parameters, the scale-invariant $\Lambda$CDM model of [80] (upper curves), and their running scalar index (RSI) model (lower curves). Each data set is compared with three theoretically predicted curves. The simulated values are well below the cosmic mean of the halo mass function (dotted lines). However, the prediction of the Barkana & Loeb (2004) [24] hybrid model (solid lines) takes into account the periodic boundary conditions of the small simulation box and matches the simulation results fairly well. The pure extended Press-Schechter model (dashed lines) is too low. From [24].
of the streaming velocity (see § 5) has added a new flavor to this general theme.

3.2. Simulations at high redshift: challenges and approaches

In this subsection we discuss several aspects of simulations of the high-redshift Universe. First, we discuss some challenges and limitations of current numerical simulations, particularly when applied to early galaxy formation at high redshifts. Some of the issues we discuss can be addressed with additional study (e.g., setting the initial conditions accurately), while other difficulties are likely to remain for the foreseeable future (such as uncertainties related to star formation and stellar feedback). We then briefly discuss other approaches: analytical models and semi-numerical simulations.

We begin with a number of challenges that are important to recognize when evaluating the results of numerical simulations. As explained in the previous subsection, the large size of the real Universe implies that stars began to form very early. More generally, halos of various masses (or circular velocities) are predicted to have begun to form much earlier than the typical redshifts we are accustomed to, both from current numerical simulations and current observations. Figure 6 shows that while the very first star formed (in our past light cone) via molecular cooling at \( z \sim 65 \), the first generation of more massive atomic-cooling halos formed at \( z \sim 47 \) [8]. While the Milky Way halo mass is fairly typical in today’s Universe, the very first such halo formed at \( z \sim 11 \), and the first Coma cluster halo at \( z \sim 1 \).

A direct simulation of the entire observable universe out to the spherical shell at redshift 70 would require a simulated box of length 25,000 Mpc on a side. Actual simulations, which often form a “first star” at redshift 20 or 30, effectively explore a very different environment from \( z \sim 65 \), in terms of the CMB temperature, the cosmic and virial halo densities (of both the dark matter and gas), the halo merger history, and high-redshift effects such as the difference between the power spectra of baryons and dark matter (discussed further below). Even if simulations do not attempt to approach the very first star, critical physical effects at high redshift push simulations towards the requirement of large boxes. The fact that the typical bubble scale of cosmic reionization is tens of Mpc (see § 6.1) already implies a minimum box size of \( \sim 100 \) Mpc for this era. However, the streaming velocity (§ 5), which is important early on, has a typical coherence scale of \( \sim 100 \) Mpc, and the radiation fields responsible for early feedback (§ 6) – Ly coupling, Lyman-Werner feedback, and cosmic heating – fluctuate significantly on a similar scale. In particular, hard X-rays heat from afar and can extend the heating era into cosmic reionization (§ 6.3 and § 7.4).

A significant presence of any one of these effects is enough to force any reasonable simulation during these epochs to a minimum box size of \( \sim 400 \) Mpc. Another consideration that pulls in the same direction is that observations of the 21-cm signal are easier (and currently only possible) on large scales. The sensitivity of a radio interferometer is degraded as the angular resolution is increased [Eq. (67)]. Thus, numerical simulations are squeezed between the need to cover a huge volume, on the one hand, and the need to adequately resolve each halo, on the other hand. This becomes especially demanding at early times, when most of the star formation occurs in very low-mass halos. Consider, for example, an N-body simulation of a 400 Mpc box in which \( 10^9 M_\odot \) halos are resolved into 500 dark matter particles each. Extensive tests [89] show that this resolution is necessary in order to determine the overall properties of an individual halo (such as halo mass) just crudely, to within a factor of two; for better accuracy or to determine properties such as star formation, more particles are required. Even with just 500, this would require a simulation with a total of \( 10^{15} \) particles, much higher than numbers that are currently
Figure 6: The median redshift for the first appearance (in our past light cone) of various populations of halos: either halos above a minimum circular velocity (left panel) or a minimum mass (right panel). Dots indicate in particular the first star-forming halo in which $H_2$ allows the gas to cool, the first galaxy that forms via atomic cooling ($H$), as well as the first galaxy as massive as our own Milky Way and the first cluster as massive as Coma. The horizontal lines indicate the elapsed time since the Big Bang. The results from two sets of cosmological parameters (solid curves [86] and dashed curves [87]) illustrate the systematic error due to current uncertainties in the values of the cosmological parameters. From [8].
feasible. Truly resolving star formation within these halos also requires hydrodynamics and radiative transfer at very high resolution.

Naoz et al. (2006) [8] pointed out another limitation of current simulations, namely that they do not determine their initial conditions accurately enough for achieving precise results for high-redshift halos, especially those hosting the very first stars. Simulations assume Gaussian random initial fluctuations as might be generated by a period of cosmic inflation in the early Universe. The evolution of these fluctuations can be calculated exactly as long as they are small, with the linearized Einstein-Boltzmann equations. The need to begin the simulation when fluctuations are still linear forces numerical simulations of the first star-forming halos to start at very high redshifts (much higher than starting redshifts in common use that are often around $z = 200$).

According to spherical collapse, a halo forming at redshift $z_{\text{form}}$ has an extrapolated linear overdensity of $\delta = \delta_c \sim 1.7$. Since it grows roughly with the EdS growing mode, the corresponding perturbation (in the dark matter) is $\delta \sim 13\% [(1 + z_{\text{form}})/66]$ at cosmic recombination, and $\delta \sim 6\% [(1 + z_{\text{form}})/66]$ at matter-radiation equality (see Figure 7). The perturbation reaches $\delta \sim 1\% [(1 + z_{\text{form}})/66]$ extremely early, at $z \sim 10^3$. It re-enters the horizon (after having left during inflation) when $\delta \sim 0.2\% [(1 + z_{\text{form}})/66]$ at $z \sim 3 \times 10^7$; precision at this level would require setting initial conditions with a non-linear General Relativistic calculation.

In addition to the problem of non-linearity, there is also the influence of early cosmic history on the linear and (more challengingly) non-linear initial conditions. Effects that must be taken into account include the contribution of the radiation to the cosmic expansion, suppression of sub-horizon perturbations in the photon density by the radiation pressure, and the coupling of the baryons to the photons which suppresses baryon perturbations until cosmic recombination. Within a spherical collapse calculation, Naoz et al. [8, 62] calculated halo formation including all these effects (Figure 7), and found that they result in an earlier formation redshift for the first star by 3.3\% in $1 + z$ (compared to using the standard results from spherical collapse). The extended period at high redshift when the baryon perturbations remain suppressed compared to the dark matter is the main cause of this shift in the formation time, but the contribution of the photons to the expansion of the universe also makes a significant contribution. A 3.3\% change in $1 + z$ at $z \sim 65$ corresponds to a 4.8\% change in the age of the universe, and to an order of magnitude change in the abundance of halos at a given redshift at $z \sim 65$. The shift in $1 + z$ for the formation of a given halo goes down with time but is still 1\% at $z \sim 20$. In addition, early cosmic history has a major impact (by factors of two or more) on the amount (and distribution) of gas that accumulates in the halos that hosted the first stars [76] (see the discussion of the filtering mass in § 2.4); this effect is increased further by the presence of the streaming velocity (see § 5).

Therefore, even mild precision in numerical simulations of the formation of the first stars requires a calculation of these effects on halo formation, in combination with the above-mentioned issue of non-linearity going back to extremely early times.

Thus, while some processes are calculated with very high precision in numerical simulations, there are much larger effects that must be confronted before the results can be considered to be accurate. Even in the limit of the very first stars, ostensibly a very clean problem for numerical simulations, the effects just discussed make the problem difficult, even if all relevant physical processes can someday be included and numerical convergence fully demonstrated. The current status of numerical simulation results on the formation of the first stars is summarized below (§ 3.3).

Numerical simulation of galaxy formation beyond the very first star (in a given cosmological region) faces even bigger problems, which can be summarized with one word: feedback. Long-distance feedback directly from stellar radiation is generated by Ly$\alpha$ photons (reaching out to
Figure 7: Evolution of the fractional overdensity $\delta$ for a spherical region containing $10^5 M_\odot$ that collapses at $z = 66$ (approximately corresponding to the host halo of the very first star in our past light cone). We show the fully non-linear $\delta$ (solid curve) and the linearly-extrapolated $\delta$ (dashed curve). We indicate the redshifts of halo collapse ($z_{\text{coll}}$), cosmic recombination ($z_{\text{rec}}$), matter-radiation equality ($z_{\text{eq}}$), and entry into the horizon ($z_{\text{enter}}$). Note that the overdensity shown here corresponds to synchronous gauge. From [8].
~ 300 Mpc), Lyman-Werner photons (out to ~ 100 Mpc), and UV ionizing photons (initially absorbed in the immediate surroundings, but reaching up to ~ 70 Mpc by the end of reionization [90]). Some stars have strong stellar winds, and some explode in supernovae, which deposit thermal and kinetic energy as well as metals. Stellar remnants such as X-ray binaries produce X-rays which include hard photons that reach cosmological distances. Central black holes may also produce thermal and kinetic feedback, as well as UV and X-ray radiation. Most types of radiation that are responsible for feedback can be partially absorbed or scattered within the emitting galaxy or its immediate surroundings, another important process that depends on the detailed, small-scale distribution of gas and metals. Given the basic uncertainties about the detailed physics even of well-observed present-day astrophysical phenomena such as magnetic fields, dust, supernovae, the stellar initial mass function, and central black holes, ab-initio numerical simulations that are truly self-contained do not seem feasible. Once these various feedback effects begin to operate, they strongly affect the properties of subsequent generations of stars and galaxies, so that many observable predictions become strongly dependent on the generation and results of feedback. Numerical simulations can offer increasingly precise gravity, hydrodynamics, and radiative transfer, but are often limited by simplistic models of star formation and feedback that are inserted by hand. A major issue with astrophysical sources is that truly simulating their formation process, detailed structure, and feedback would require resolving length scales that are around 20 orders of magnitude smaller than the cosmological distances reached by some of the photons responsible for radiative feedback. The resulting vast gulf between the resolution of cosmological simulations and that of reality means that increasing resolution does not necessarily imply convergence towards the correct final answer; there could be multiple regimes of apparent convergence as additional levels of resolution uncover new physical processes.

On the opposite end from simulations are analytical (or semi-analytical) models. These models are very flexible, can be easily used to explore a wide variety of astrophysical possibilities and to incorporate a range of astrophysical uncertainties, and can be directly fit to data in order to determine the parameters of well-fit models. Such models can also be made more quantitatively accurate by basing them on fits to the results of numerical simulations of early galaxy formation. However, analytical models are also significantly limited. In 21-cm cosmology, perhaps their biggest limitation is that they usually must assume linear perturbations. While large-scale density fluctuations are indeed fairly small at early times, the large bias of high-redshift galaxies (§3.1) leads to quite non-linear fluctuations in the radiative, astrophysical sources of 21-cm fluctuations. In addition, the highly non-linear fluctuations on small scales do not completely average out when smoothing on large scales (as in real observations). This is due to additional non-linear relationships in 21-cm cosmology such as the dependence of 21-cm temperature on gas temperature (Eq. 50 or 56). Thus, analytical calculations based on assuming linear perturbations and linear bias are quite limited in their accuracy (An important example is the discussion in §4.3 of non-linear limits on the accuracy of the linear result for the anisotropy of the 21-cm power spectrum).

The limitations of both numerical simulations and analytical models have led to the rise of an intermediate approach that combines some of the advantages of both. This method is termed hybrid, or semi-numerical simulation. While there are several specific approaches, the basic idea is to calculate physical processes directly on large scales, where everything is relatively simple, and indirectly on small, highly non-linear scales. On the small scales, halos and their properties are often adopted from semi-analytical models that have been fitted to numerical simulation results, or sometimes directly from the outputs of N-body (i.e., gravity-only) simulations plus some assumptions about star formation and other astrophysics. On the large scales, radiation
such as X-rays, LW, and Ly\(\alpha\) photons can be directly summed from all sources, albeit with a few approximations (e.g., the optical depth calculated assuming the cosmic mean density, and multiple scattering of Ly\(\alpha\) photons treated approximately). Also, for reionization, such codes usually employ an approximation based on an analytical model for the distribution of H II bubble sizes [25] (§ 6.1); fortunately, the resulting ionized bubble distribution is quite similar to the results of radiative transfer, except in the fine (small-scale) details (see Figure 23 in § 6.1). A successful, publicly-available semi-numerical code in 21-cm cosmology is 21CMFAST [91]; results from this code and from the code developed by the author’s group [92] are shown in § 7.

To summarize this subsection, numerical simulations of early galaxies offer the potential advantages of fully realistic source halo distributions and accurate gravity, hydrodynamics, and radiative transfer. However, much of the vitality of the field comes from the major uncertainties associated with the formation of, and feedback from, astrophysical sources. For example, it is possible that most early stars were much more massive and thus brighter than modern stars, or that a relatively large amount of gas collected within massive mini-quasars in the centers of galaxies. These astrophysical uncertainties will very likely be resolved only based on direct observational evidence. As we contemplate the range of possible observational predictions, it is much easier to explore a wide variety of astrophysical possibilities with simple analytical models or semi-numerical hybrid methods that combine processes on a large-scale grid with a sub-grid model based on numerical simulation results. Once the observations come in, there will be a need to fit astrophysical parameters to the data, and this requires a flexible framework and cannot be done directly with numerical simulations; once a well-fit model has been found, though, simulations may offer the best way to compare it in detail with the observations. It is important to note that discoveries in the field of the first stars and 21-cm cosmology (as summarized throughout this review) are often driven by large-scale processes, so due to the limited reach of simulations, many have come first from analytical or semi-numerical methods.

3.3. The very first stars

In the previous two subsections we discussed the limitations of numerical simulations in general, and those of the first stars in particular. Still, simulations remain our best tool for trying to understand and predict the detailed properties of the first stars. This subject has been extensively reviewed elsewhere [93, 94], but we briefly summarize it in this section. In principle, the formation of primordial stars is a clean numerical problem, as the initial conditions (including the distribution of the gas and dark matter and the chemical and thermal history of the gas) are cosmological and not yet affected by astrophysical feedback. One possible (though still speculative) complication is the generation and amplification of magnetic fields in the early universe in time for them to affect the formation of the first stars [95, 96, 97, 93].

As mentioned at the end of § 2.4, under cosmological conditions, gas cooling in small early halos is possible only via molecular hydrogen cooling. Studies of the non-equilibrium chemistry of \(\text{H}_2\) formation and destruction [98, 99, 100, 101, 102] concluded that \(\text{H}_2\) formation in a collapsing small halo is dominated by the \(\text{H}^+\) channel, in which the residual free electrons from cosmic recombination act as catalysts:

\[
H + e^- \rightarrow \text{H}^- + \gamma; \quad \text{H}^- + H \rightarrow \text{H}_2 + e^-.
\]  

(36)

Numerical simulation of the formation of a first (so-called Population III, or Pop III) star via \(\text{H}_2\) cooling in a primordial minihalo of \(10^5 - 10^6 M_\odot\) has proven to be a difficult problem, as initial results that established a prediction of single very massive stars have recently been replaced by
a new paradigm of multiple stellar systems with a range of masses. Indeed, the first generation of simulations indicated the formation of massive Pop III stars of $\sim 100M_\odot$. Such stars would be short-lived, generate extremely strong ionizing radiation and stellar winds, and end up producing massive black hole seeds or pair-instability supernovae. The expectation of massive stars was consistent between early simulations evolving an artificial overdensity with a smooth particle hydrodynamics (SPH) code (Figure 8) and simulations that directly employed cosmological initial conditions along with the impressive resolution of an adaptive mesh refinement (AMR) code (Figure 9).

Even for a given set of initial conditions for star formation, the final properties of the resulting stars depend on a complex process of proto-stellar evolution. It was initially thought that the rapid accretion rates characteristic of primordial star-forming regions at high-redshift would naturally lead to isolated Pop III stars of $100M_\odot$ or more. However, some simulations [103] then showed the possible formation of binaries (Figure 10), and further semi-analytical and numerical simulation studies [104, 105, 106, 107, 108, 109] have found that the clumps have sufficient angular momentum to form a disk, and that the rapid accretion onto the disk causes it to fragment due to gravitational instability. While it is too early to draw final conclusions, the best bet currently is that Pop III stars formed with a wide range of different masses, but on average were significantly heavier than later generations of stars (Figure 11).

4. 21-cm Cosmology

An overview of the basic features and early development of 21-cm cosmology was given in § 1. In this section we present the basic physics in greater detail, then focus on some important low-temperature corrections, and discuss the important subject of anisotropy in the 21-cm signal. Finally, we give a brief overview of the observational aspects of 21-cm cosmology, focusing on the power spectrum. More details of 21-cm physics and observational techniques are available in specific reviews of 21-cm cosmology [88, 110, 111].

4.1. Basic physics

The basic physics of the hydrogen spin transition is determined as follows. At the low densities typical in cosmological applications, the gas is far from full thermal equilibrium, and a single temperature cannot accurately describe the occupancy of various atomic levels. In particular, the relative occupancy of the spin levels is usually described in terms of the hydrogen spin temperature $T_S$, which is an effective temperature that determines the emission or absorption properties of the 21-cm line. Specifically, $T_S$ is defined by

$$\frac{n_1}{n_0} = 3 \exp \left( \frac{T_s}{T_S} \right), \quad (37)$$

where $n_0$ and $n_1$ are the number densities of the singlet and triplet hyperfine levels in the atomic ground state ($n = 1$), respectively, and $T_s = 0.0682$ K is defined by $k_B T_s = E_{21}$, where the energy of the 21-cm transition is $E_{21} = 5.87 \times 10^{-6}$ eV, corresponding to a frequency of 1420 MHz (and a precise wavelength of $\lambda_{21} = 21.1$ cm). The factor of 3 in Eq. (37) is the ratio of statistical weights, i.e., it arises from the degeneracy factor of the spin 1 excited state. In particular, $T_S \to \infty$ would correspond to having the singlet and triplet levels populated in their statistical 1:3 ratio, $T_S \to 0$ would mean an empty excited state, while a population inversion (not expected in the cosmological 21-cm field) would correspond to negative $T_S$. Since $T_s$ is such
Figure 8: Gas and clump morphology at $z = 28$ in the first-star simulation of Bromm et al. (1999) [6]. Top row: The remaining gas in the diffuse phase. Bottom row: The distribution of clumps, where the four increasing dot sizes denote increasing clump masses ($> 10^2 M_\odot$, $> 10^3 M_\odot$, $> 5\times 10^3 M_\odot$, $> 10^4 M_\odot$). Left panels: Face-on view. Right panels: Edge-on view. The length of the box is 30 pc. The gas has settled into a flattened configuration with a number of dominant, massive clumps. From [6].
Figure 9: The first star in a simulation by Abel et al. (2002) [7]. Top row: Projection of gas density on a 600 pc scale (all distances are physical in this Figure), at several redshifts. Other two rows: Slices of gas density or temperature on several different scales, all at the final redshift of the simulation (z = 18.2). From left to right, the two bottom rows show: large-scale filaments; the virial accretion shock; the H$_2$ cooled, high-redshift molecular cloud analog; and a warm core containing $\sim 100 M_\odot$ of gas. From [7].
Figure 10: The first stars may have been binaries, according to a simulation by Turk et al. (2009) [103]. Shown is the average density (left column), $H_2$ mass fraction (middle), and temperature (right), projected through a cube 3500 AU on a side. The bottom row (in which the two separate gravitationally-bound cores are outlined with thick lines) is at the end of the simulation, with the other rows showing earlier times by 555 years (middle) or 1146 years (top). From [103].
Figure 11: The first stars may have had a range of masses, based on a simulation by Hirano et al. (2014) [108]. The projected gas density is shown at $z = 25$. Five primordial star-forming clouds are highlighted, with each circle showing a zoom-in to the central parsec at the formation time of the star; its formation redshift and stellar mass are listed. From [108].
a low temperature, in what follows we make the standard assumption that all other temperatures (including $T_S$) are much higher.

A patch of neutral hydrogen at the mean density and with a uniform $T_S$ produces an optical depth at 21 cm [observed at $21(1 + z)$ cm] of

$$\tau(z) = \frac{3c \lambda^2_{21} h_p A_{10} n_H}{16 \pi k_B T_S (1 + z)(dv_r/dr)},$$

(38)

where $h_p$ is Planck’s constant, $A_{10} = 2.85 \times 10^{-15}$ s$^{-1}$ is the spontaneous decay rate of the hyperfine transition, $n_H$ is the number density of hydrogen atoms, and $dv_r/dr$ is the gradient of the radial velocity along the line of sight, with $v_r$ being the physical radial velocity and $r$ the comoving distance. In a fully-neutral, homogeneous universe, $n_H = n_H(z)$ and $dv_r/dr = H(z)/(1 + z)$ in terms of the Hubble parameter $H$. Assuming the high-redshift (EdS) form for $H(z)$ (see § 2.1), this yields

$$\tau(z) = 9.85 \times 10^{-3} \left(\frac{T_{\text{CMB}}}{T_S}\right) \left(\frac{\Omega_0 h}{0.0327}\right) \left(\frac{\Omega_m}{0.307}\right)^{-1/2} \left(\frac{1 + z}{10}\right)^{1/2},$$

(39)

where $T_S$ and $T_{\text{CMB}}$ are measured at $z$. Since the brightness temperature through the IGM is $T_b^\parallel = T_{\text{CMB}} e^{-\tau} + T_S (1 - e^{-\tau})$, the observed mean differential antenna temperature relative to the CMB is [11]

$$T_b = (1 + z)^{-1}(T_S - T_{\text{CMB}})(1 - e^{-\tau}) \approx 26.8 \text{ mK} \left(\frac{\Omega_0 h}{0.0327}\right) \left(\frac{\Omega_m}{0.307}\right)^{-1/2} \left(\frac{1 + z}{10}\right)^{1/2} \left(\frac{T_S - T_{\text{CMB}}}{T_S}\right),$$

(40)

where $\tau \ll 1$ is assumed (the relative correction to the linear term that we kept is $\tau/2$) and $T_b$ has been redshifted to redshift zero. We use here the now standard notation of $T_b$ for this final quantity. Note that the brightness temperature is simply a measure of intensity in equivalent temperature units, defined in terms of the Rayleigh-Jeans limit of the Planck spectrum:

$$I_r = 2k_B T_b \frac{v^2}{c^2}.$$

(41)

Note that in 21-cm cosmology, the CMB is certainly deep in the Rayleigh-Jeans limit, as its Planck spectrum peaks at a wavelength of $\sim 2$ mm, while the observed (redshift 0) wavelengths of relevance to us here are three orders of magnitude larger.

The IGM is observable when $T_s$ differs from $T_{\text{CMB}}$, which is reasonable since $T_S = T_{\text{CMB}}$ implies a kind of thermal equilibrium between the ground-state hyperfine levels of hydrogen and the CMB background, meaning that the net effect of the gas is neither absorption nor added emission above the background. The key question for 21-cm observations is thus the value of the spin temperature. For intergalactic hydrogen it is determined by three processes. First, by direct absorption and emission (both spontaneous and stimulated) of 21-cm photons from into the radio background (which at high redshifts is simply the CMB), the hyperfine levels of hydrogen tend to thermalize with the CMB, making the IGM unobservable. If other processes shift the hyperfine level populations away from such a thermal equilibrium, then the gas becomes observable against the CMB in emission or in absorption. In the presence of the CMB alone, the spin states would reach thermal equilibrium with $T_s = T_{\text{CMB}} = 2.725(1 + z)$ K on a time-scale of $T_s/(T_{\text{CMB}} A_{10}) \approx 3 \times 10^3 (1 + z)^{-1}$ yr. This time-scale is much shorter than the age of the universe at all redshifts after cosmological recombination.
On the other hand, at high densities the spin temperature comes into equilibrium with the regular, kinetic temperature $T_K$ that describes the random velocities of the hydrogen atoms. This equilibrium is enforced by collisions, which involve energies of order $k_B T_K$, and drive $T_S$ towards $T_K$ [112]. Collisionally-induced transitions are effective at high redshift, but become less effective compared to the CMB at low redshift. This may seem surprising given that as the universe expands, the mean energy density of radiation decreases faster than that of matter, and the comparison here is between two-body interactions of the hydrogen atom with either a photon or a second atom. Part of the explanation is that while the total radiation energy density goes as $T_{\text{CMB}}^4$ (and thus decreases rapidly with time), the relevant energy density for the 21-cm coupling is that at a fixed physical wavelength of 21 cm; this is only proportional to $T_{\text{CMB}}^4$ in the Rayleigh-Jeans limit of the Planck spectrum of the CMB (Eq. 41). In addition, the collisional rate coefficient (see below) depends strongly on temperature in the relevant range, and it decreases very rapidly as the gas cools with time. Thus, if collisions were the only coupling mechanism of the spin temperature with the kinetic temperature, the cosmic gas would disappear at 21 cm below $z \sim 30$.

Instead, 21-cm cosmology down to $z \sim 7$ is made possible by a subtle atomic effect worked out nearly 50 years before its cosmological significance became widely recognized. This effect is 21-cm coupling as an indirect consequence of the scattering of much higher-energy Ly$\alpha$ photons [18, 19]. Continuum UV photons produced by early radiation sources redshift by the Hubble expansion into the local Ly$\alpha$ line at a lower redshift, or are injected at Ly$\alpha$ after redshifting and cascading down from higher Lyman lines. These photons mix the spin states via the Wouthuysen-Field (hereafter WF) effect whereby an atom initially in the $n=1$ state absorbs a Ly$\alpha$ photon (of wavelength $\lambda_\alpha = 1216$ Å), and the spontaneous decay that returns it from $n=2$ to $n=1$ can result in a final spin state that is different from the initial one (These various energy levels are illustrated in Figure 1). The WF effect drives $T_S$ to the so-called “color temperature” $T_C$, defined so that the spin-flip transition rates due to Ly$\alpha$ photons upwards ($P_{\alpha 01}$) and downwards ($P_{\alpha 10}$) are related by [113]:

$$\frac{P_{\alpha 01}}{P_{\alpha 10}} = 3 \left(1 - \frac{T_C}{T_{\ast}}\right).$$

(42)

The color temperature enters since the $0 \rightarrow 1$ and $1 \rightarrow 0$ scattering events are caused by photons with slightly different frequencies. It is the equivalent temperature of a blackbody spectrum that would yield this transition rate ratio. In general (i.e., including the case of a non-blackbody radiation background), the color temperature is determined by the shape of the radiation spectrum near Ly$\alpha$, and is related to the photon intensity $J$ through [114]

$$\frac{h}{k_B T_C} = \frac{2}{\nu} - \frac{d \ln J}{d \nu}.$$  
(43)

Given CMB scattering (which pulls $T_S \rightarrow T_{\text{CMB}}$), atomic collisions ($T_S \rightarrow T_K$), and Ly$\alpha$ scattering ($T_S \rightarrow T_C$), the spin temperature becomes a weighted mean [113]:

$$T_S^{-1} = \frac{T_{\text{CMB}}^{-1} + x_K T_K^{-1} + x_C T_C^{-1}}{1 + x_{\text{tot}}},$$

(44)

where $x_{\text{tot}} = x_K + x_C$ and the combination that appears in $T_b$ (Eq. 40) is then:

$$\frac{T_S - T_{\text{CMB}}}{T_S} = \frac{x_{\text{tot}} - T_{\text{CMB}} (x_K T_K^{-1} + x_C T_C^{-1})}{1 + x_{\text{tot}}}.$$  
(45)
Here we have used the notation from Barkana & Loeb (2005) [28] in terms of the coupling coefficients $x_c$ and $x_α$ for collisions and Lyα scattering, respectively. They are given by [11]

$$x_c = \frac{4\kappa_{1,0}(T_k) n_H T_\star}{3A_{10}T_{\text{CMB}}},$$

(46)

where the collisional rate coefficient $\kappa_{1,0}(T_k)$ is tabulated as a function of $T_k$ [115, 116], and

$$x_α = \frac{4P_α T_\star}{27A_{10}T_{\text{CMB}}},$$

(47)

in terms of the Lyα scattering rate $P_α$. Expressed in terms of the proper Lyα photon intensity $J_α$ (defined as the spherical average of the number of photons hitting a gas element per unit area per unit time per unit frequency per steradian),

$$x_α = \frac{16\pi^2 T_\star e^2 f_α}{27A_{10} m_e c T_{\text{CMB}}} J_α,$$

(48)

except for a low-temperature correction (see the next subsection), where $f_α = 0.4162$ is the oscillator strength of the Lyα transition.

The neutral IGM is highly opaque to resonant scattering, which involves energy transfers between the atomic motion and the photons, and tends to drive a kind of thermal equilibrium between the photon energy distribution near Lyα and the kinetic motion of the atoms. This makes $T_C$ very close to $T_K$ [117], except for another low-temperature correction (see the next subsection). In the high-temperature approximation, equations (44) and (45) simplify to:

$$T_{S}^{-1} = \frac{T_{\text{CMB}}^{-1} + x_{\text{tot}} T_{K}^{-1}}{1 + x_{\text{tot}}},$$

(49)

and

$$\frac{T_S - T_{\text{CMB}}}{T_S} = \frac{x_{\text{tot}}}{1 + x_{\text{tot}}} \left(1 - \frac{T_{\text{CMB}}}{T_K}\right).$$

(50)

Below $z \sim 200$, the gas is mostly thermally decoupled from the CMB and $T_K < T_{\text{CMB}}$ (until significant X-ray heating), so that 21-cm observations are possible since collisions or Lyα scattering provide an effective mechanism coupling $T_S$ to $T_K$. While Eq. (40) gives the 21-cm brightness temperature in a fully-neutral, homogeneous universe, in the real Universe $T_b$ fluctuates. It is proportional in general to the gas density, and in partially ionized regions $T_b$ is proportional to the neutral hydrogen fraction. Fluctuations in the velocity gradient term in Eq. (38) leads to a line-of-sight anisotropy in the 21-cm signal (§ 4.3). Also, if $T_S > T_{\text{CMB}}$ then the IGM is observed in emission, and when $T_S \gg T_{\text{CMB}}$ the emission level saturates at a level that is independent of $T_S$. On the other hand, if $T_S < T_{\text{CMB}}$ then the IGM is observed in absorption, and if $T_S \ll T_{\text{CMB}}$ the absorption strength is a factor $\sim T_{\text{CMB}}/T_S$ larger (in absolute value) than the saturated emission level. In addition, once the Universe fills up with Lyα radiation and the WF effect turns on (this is the Lyα coupling transition, with its peak usually defined as the point when $x_{\text{tot}} = 1$ due mostly to $x_α$), the rapid rise expected during the early stages of cosmic star formation implies that soon afterwards $x_α \gg 1$ and $T_b$ saturates to a value that no longer depends on $x_α$. As a result of these various considerations, a number of cosmic events (§ 6) are expected to leave observable signatures in the redshifted 21-cm line (§ 7).
4.2. Low-temperature corrections

There are two corrections to the 21-cm coupling due to Ly\(\alpha\) scattering, which can be important in low-temperature gas. Both arise from a careful consideration of the multiple scatterings of the photons near the Ly\(\alpha\) resonance with the hydrogen atoms, and how these scatterings affect the energy distribution of the photons near the resonance, resulting in a change in the 21-cm coupling. One correction is due to a difference between the color temperature and the kinetic temperature of the gas, and the other due to a modified Ly\(\alpha\) scattering rate. We attempt here to clear up confusion in some of the literature on this subject.

An accurate determination of the Ly\(\alpha\) color temperature requires a careful consideration of radiative scattering including atomic recoil and energy transfer due to spin exchange. In the limit of a high optical depth to Ly\(\alpha\) scattering (an excellent approximation in the cosmological context),

\[
T_C = T_K \left( \frac{1 + T_{\text{se}}/T_K}{1 + T_{\text{se}}/T_S} \right),
\]

which differs significantly from \(T_K\) once temperatures approach \(T_{\text{se}}\), which is given by

\[
T_{\text{se}} = \frac{m_H c^2}{9 k_B} \left( \frac{\lambda_{\alpha}}{\lambda_{21}} \right)^2 = 0.402 \, \text{K},
\]

where \(m_H\) is the mass of a hydrogen atom. Eq. (51) is easily solved simultaneously with Eq. (44), yielding results that have precisely the same form as equations (49) and (50) if we replace \(x_{\text{tot}}\) by an \(x_{\text{tot, eff}}\) in which we adopt an effective value \(x_{\alpha, \text{eff}} = x_{\alpha}/(1 + T_{\text{se}}/T_K)\).

The second effect modifies the relation between \(J_\alpha\) (defined as the naive Ly\(\alpha\) photon intensity, i.e., not including the modification due to multiple scattering) and the actual Ly\(\alpha\) scattering rate \(P_\alpha\). The final result is to multiply Eq. (48) by an extra factor \(S_\alpha\), which depends on \(T_K\) as well as the Gunn-Peterson [22] optical depth to Ly\(\alpha\) absorption, which for neutral gas at the cosmic mean density is

\[
\tau_{\text{GP}} = \frac{\pi e^2 f_{\alpha, H} m_{\text{H}}}{3 m_e} = 6.62 \times 10^5 \left( \frac{\Omega_b h}{0.0327} \right) \left( \frac{\Omega_m}{0.307} \right)^{-1/2} \left( 1 + \frac{z}{10} \right)^{3/2},
\]

where in the second equality we used the high-redshift form of the Hubble parameter \(H(z)\).

The scattering-rate correction factor \(S_\alpha\) is due to the fact that the H atoms recoil in each scattering, and near the center of the Ly\(\alpha\) line, frequent scatterings with atoms make the photons lose energy faster. Thus, the number of photons per unit energy at any instant is smaller than would have been expected without recoil, leading to a suppression in the scattering rate (i.e., \(S_\alpha < 1\)). The actual value of \(S_\alpha\) is derived from solving the radiative transfer equation for the photons including scattering and energy losses. The result is

\[
S_\alpha = e^{-0.0128(\tau_{\text{GP}}/T_K^2)^{1/3}},
\]

with \(T_K\) in Kelvin (in this equation only). Thus, the final results including both low-temperature corrections are

\[
T_S^{-1} = \frac{T_{\text{CMB}}^{-1} + x_{\text{tot, eff}} T_K^{-1}}{1 + x_{\text{tot, eff}}},
\]

and

\[
\frac{T_S - T_{\text{CMB}}}{T_S} = \frac{x_{\text{tot, eff}}}{1 + x_{\text{tot, eff}}} \left( 1 - \frac{T_{\text{CMB}}}{T_K} \right),
\]
where \( x_{\text{tot,eff}} = x_e + x_{\alpha,\text{eff}} \), and

\[
x_{\alpha,\text{eff}} = x_0 \left( 1 + \frac{T_{\text{se}}}{T_K} \right)^{-1} \exp \left[ -2.06 \left( \frac{\Omega_0 h}{0.0327} \right)^{1/3} \left( \frac{\Omega_m}{0.307} \right)^{-1/6} \left( \frac{1 + z}{10} \right)^{1/2} \left( \frac{T_K}{T_{\text{se}}} \right)^{2/3} \right]. \tag{57}
\]

Eq. (56) shows that even with the low-temperature correction, whether we get 21-cm emission or absorption is determined solely by whether \( T_K \) is larger or smaller than \( T_{\text{CMB}} \) (which seems reasonable based on thermodynamics), while at a given \( T_K \), the absolute value of \( T_b \) increases monotonically with \( x_{\alpha,\text{eff}} \). The low-temperature corrections simply reduce the effective value of \( x_0 \) and thus reduce the absolute value of \( T_b \) and delay the onset of Ly\( \alpha \) coupling and Ly\( \alpha \) saturation (the latter is when \( T_S \to T_K \)). Note that we wrote the scattering-rate correction in Eq. (57) in terms of \( T_{\text{se}} \) for ease of comparison with the color-temperature correction.

These results are based on Chuzhoy & Shapiro (2006) [118], who found simple and accurate final expressions based on an approximate analytical solution (that was also found earlier in a different context [119]). The calculation of \( S_\alpha \) was first carried out by Chen & Miralda-Escudé (2004) [120] (based on a numerical solution to an approximate form of the radiative transfer equation developed earlier [121, 122]), but they made a numerical error and were off by about a factor of 2. Hirata (2006) [123] gave complicated fitting formulas to numerical solutions for both corrections, but the results given above agree with those formulas to within a relative error of a few percent or better within the relevant parameter range. Furlanetto & Pritchard (2006) [124] developed higher-order analytical solutions and also compared them to full numerical solutions. Contrary to statements in the literature [88], no iteration is necessary in order to include the low-temperature corrections; the results summarized in this section are accurate at all \( T \gtrsim 1 \text{ K} \), except at very high temperatures (> 1000 K) which in the real Universe are reached only after the Ly\( \alpha \) coupling has saturated (and so these corrections no longer matter). Note also that the scattering correction factor \( S_\alpha \), while calculated slightly differently for the continuum (redshifting) Ly\( \alpha \) photons and the injected (from higher-level cascades) Ly\( \alpha \) photons, has the same value in the two cases, to high accuracy.

The quantitative results are illustrated in Figure 12. The scattering correction dominates over the correction from the color temperature. In practice, the observable effects of the low-temperature corrections could be important in the real Universe during the Ly\( \alpha \) coupling era. These corrections affect 21-cm fluctuations only when the Ly\( \alpha \) coupling is significant but has not yet saturated (since in the saturated limit, 21-cm observations are independent of \( x_0 \) and its corrections). As long as the cosmic gas cools, the strengthening reduction in the effective \( x_0 \) slows the rise of Ly\( \alpha \) coupling; once the gas reaches its minimum temperature and begins to warm up, the declining low-temperature effect then accelerates Ly\( \alpha \) saturation. In realistic models (see § 6 and § 7), \( x_0 \sim 1 \) is expected at \( z \sim 25 \), when the gas has cooled to \( \sim 15 \text{ K} \), while temperatures as low as \( \sim 7 \sim 8 \text{ K} \) may be reached at \( z \sim 17 \) (e.g., in the plausible case of late heating), although \( x_0 \) is then expected to already be fairly large. Thus, the low-temperature corrections may affect \( T_b \) by up to \( \sim 20\% \) within this redshift range.
Figure 12: Relative reduction in $x_{\alpha}$, i.e., $1 - x_{\alpha,\text{eff}} / x_{\alpha}$, versus the kinetic gas temperature $T_K$. We show the total reduction (solid curves) including both the scattering and color-temperature corrections, at redshifts 7, 9, 12, 17, 25, 35, and 45 (from bottom to top), and the reduction from the modified color temperature only (dashed curve).
4.3. Anisotropy of the 21-cm signal

As explained previously, the 21-cm signal on the sky is potentially an extremely rich dataset. This signal is intrinsically three dimensional, covering the full sky over a wide range of redshifts. Even if 21-cm fluctuations are only measured statistically in terms of the isotropically-averaged power spectrum of fluctuations, this power spectrum versus redshift should yield a powerful dataset that can probe a wide range of the physics and astrophysics of the first stars and galaxies (as explored in detail in §7).

The fluctuations in 21-cm cosmology are potentially even richer, as a result of a particular form of anisotropy that is expected due to gas motions along the line of sight [125, 126, 13]. This anisotropy, expected in any measurement of density that is based on a spectral resonance or on redshift measurements, results from velocity compression. The point is that spectral absorption is determined directly by the velocity (along the line of sight) of gas rather than its position. As an extreme example, a slab of neutral hydrogen with no internal motions will all appear to be at the same redshift from an observer, producing enormous absorption at one particular frequency and thus appearing like a huge density enhancement at the corresponding redshift, even though the real, physical density need not be high (if the slab extends over a long distance along the line of sight).

More generally, consider a photon traveling along the line of sight that resonates with absorbing atoms at a particular point. In a uniform, expanding universe, the absorption optical depth encountered by this photon probes a particular narrow strip of atoms, since the expansion of the universe makes all other atoms move with a relative velocity that takes them outside the narrow frequency width of the resonance line. If there is a density peak, however, near the resonating position, the increased gravity will reduce the expansion velocities around this point and bring more gas into the resonating velocity width. Thus, near a density peak, the velocity gradient tends to increase the 21-cm optical depth above and beyond the direct increase due to the gas density itself. This effect is sensitive only to the line-of-sight component of the gradient of the line-of-sight component of the velocity of the gas, and thus causes an observed anisotropy in the 21-cm power spectrum even when all physical causes of the fluctuations are statistically isotropic. Barkana & Loeb (2005) [13] showed that this anisotropy is particularly important in the case of 21-cm fluctuations. When all fluctuations are linear, the 21-cm power spectrum takes the form [13]

\[
P_{21\text{-cm}}(k) = P_{\text{iso}}(k) + 2\mu^2 P_{\rho \text{-iso}}(k) + \mu^4 P_{\rho}(k),
\]

(58)

where \(\mu = \cos \theta\) in terms of the angle \(\theta\) between the wavevector \(k\) of a given Fourier mode and the line of sight, \(P_{\text{iso}}(k)\) is the isotropic power spectrum that would result from all sources of 21-cm fluctuations without velocity compression, \(P_{\rho}(k)\) is the power spectrum of gas density fluctuations, and \(P_{\rho \text{-iso}}(k)\) is the Fourier transform of the cross-correlation between the density and all (isotropic) sources of 21-cm fluctuations. Here the velocity gradient has led to the appearance of the density power spectrum due to their simple relationship via the continuity equation. The three power spectra can more generally be denoted according to the power of \(\mu\) that multiplies each term:

\[
P_{21\text{-cm}}(k, z) = P_{\rho}(k, z) + 3\mu^2 P_{\rho \omega}(k, z) + 5\mu^4 P_{\rho \omega}(k, z),
\]

(59)

where we have defined the coefficients according to their angle-averaged size (e.g., \(P_{\rho \omega}\) is defined accounting for \(\langle \mu^4 \rangle = 1/5\)), and have written the redshift dependence explicitly.

Given this anisotropic form, measuring the power spectrum as a function of \(\mu\) should yield three separate power spectra at each redshift [13]. These probe, in turn, the 21-cm fluctuations without the velocity gradient term (through the \(\mu\)-independent term); basic cosmology (through
the intrinsic density power spectrum, measurable from the $\mu^4$ term even when complex astrophysical processes contribute to the other terms); and additional information about the nature and properties of the various sources of 21-cm fluctuations (through the $\mu^2$ term, which measures the cross-correlation between density fluctuations and the total isotropic 21-cm fluctuations).

In practice, 21-cm fluctuations on small scales are quite non-linear, and this non-linearity cannot be completely decoupled from large scales. In other words, even if the fluctuations are linear on a particular large scale, the way the fluctuations on that scale are measured is via a Fourier decomposition of the overall 21-cm fluctuations, which include non-linear, small-scale fluctuations. This small-scale averaging may to some degree cancel out, or largely result in an overall, simple bias factor, but the fact that the averaging involves non-linearity makes the interpretation of even large-scale measurements somewhat model-dependent. This is the double-edged sword of small-scale 21-cm fluctuations: on the one hand, they make 21-cm cosmology potentially a much larger dataset than CMB anisotropies [12], but on the other hand, they make 21-cm fluctuations more susceptible to non-linear effects (see the related discussion in § 3.2 of non-linear limits on the accuracy of analytical models).

Numerical investigations during cosmic reionization [35, 127, 128, 129] suggest that indeed, the decomposition of the line-of-sight anisotropy is more complex than the simple linear limit. It remains an incontrovertible fact, though, that the line-of-sight anisotropy makes 21-cm cosmology richer. The anisotropy allows three separate power spectra to be measured at each redshift, or more generally, a two-dimensional function of $k$ and $\mu$. At worst, the interpretation of this large dataset will be somewhat complicated and will need to be studied numerically, but in any case the anisotropy makes the 21-cm technique more powerful. There, are, moreover, two important caveats to these numerical studies. First, they focused on reionization (dominated by UV photons), which is a particularly difficult case as it makes the 21-cm fluctuations intrinsically non-linear on small scales, since the ionization fraction basically jumps from zero to unity in going from a neutral region to an $\text{H II}$ bubble. And second, they focused on the $\mu^4$ term and its promised yield of the primordial power spectrum; this term, though, is usually the smallest of the three anisotropic terms (as it does not benefit from the large bias of galaxies which enhances terms dominated by astrophysical radiation), so it is most susceptible to non-linear contamination.

Recently, Fialkov et al. (2015) [130] reconsidered the anisotropic 21-cm power spectrum using a semi-numerical simulation that covered a wide period of early cosmic history. Focusing on the dominant anisotropic term ($P_{\mu^2}$), they showed that the anisotropy is large and thus potentially measurable at most redshifts, and it acts as a model-independent cosmic clock that tracks the evolution of 21-cm fluctuations over various eras (see Figure 13). Also, they predicted a redshift window during cosmic heating (at $z \sim 15$) when the anisotropy is small, during which the shape of the 21-cm power spectrum on large scales is determined directly by the average radial distribution of the flux received from X-ray sources at a typical point. This makes possible a direct and, again, model-independent, reconstruction of the X-ray spectrum of the earliest sources of cosmic heating.

The velocity gradient anisotropy that we have just discussed is well known in the context of galaxy redshift surveys [125], where it is often referred to as “redshift-space distortions”. In that case, it is used not as an additional probe of galaxies but of fundamental cosmology, since it allows a measurement of the amplitude of the velocity field (a recent example is [131]), which is related to the rate of change of the growth factor (section 2.2). A similar velocity gradient anisotropy also arises in the context of the Ly$\alpha$ forest. In that case, measurements are mostly one-dimensional (i.e., along the line of sight), so redshift distortions are more difficult to extract,
Figure 13: The main anisotropic term of the 21-cm power spectrum, $P_{\mu}(k, z)$, shown in terms of the corresponding variance of the 21-cm fluctuations, at wavenumber $k = 0.2 \text{ Mpc}^{-1}$. The comparison of the actual value [reconstructed by fitting the form of Eq. (59) to mock observations] (red) with that from assuming perfect linear separation [as in Eq. (58)] (black) shows that this quantity withstands non-linearities and can be reconstructed accurately. This quantity, which measures the cross-correlation between density fluctuations and 21-cm fluctuations, is sometimes positive (solid lines) and sometimes negative (dashed lines), as it tracks early history like a cosmic clock. It is negative during the EOR as a direct reflection of inside-out reionization (§ 6.1): higher density implies more galaxies which implies less neutral hydrogen, hence an inverse cross-correlation of density and the 21-cm signal. It is positive during the Ly$\alpha$ coupling era, as more galaxies imply stronger Ly$\alpha$ radiation and a stronger 21-cm (absorption) signal. During the cosmic heating era, it changes sign at the heating transition (when the cosmic H I gas is first heated above the CMB temperature), the point at which heating a gas element switches from reducing the size of the 21-cm (absorption) signal to enhancing the size of the (emission) signal. The particular model shown here assumes cosmic heating by a soft power-law X-ray spectrum (see § 6.3). From [130].
though they do affect observations [132].

An additional source of 21-cm anisotropy is the light-cone anisotropy [133]. While redshift can be converted to position in order to create three-dimensional cubes for calculating the 21-cm power spectrum, the line-of-sight direction is intrinsically different from directions on the sky. The reason is that the look-back time changes with the radial distance, and the character of the 21-cm fluctuation sources evolves with time, which results in a line-of-sight effect that introduces anisotropy. A significant anisotropy can be generated on large scales near the end of reionization [133], as has been further studied in numerical simulations [134, 135, 136, 137]. It is important to clarify a possible confusing issue here (see, e.g., a clear explanation in [134]). The light-cone anisotropy refers to 21-cm fluctuations, which will be observed by radio interferometer experiments. Interferometers measure the relative fluctuations at each redshift, and are not sensitive to the mean of the 21-cm intensity at each redshift. Mathematically, this is equivalent (for a flat sky) to not being able to measure $k$ modes that point directly along the line of sight ($\mu = 1$). Once the mean at each redshift is properly removed, the light-cone effect on the power spectrum is then mainly that the measured power spectrum is a redshift average of the real power spectrum, since any frequency slice corresponds to a range of redshifts within our past light cone. Looking towards the future, the light-cone anisotropy can in principle be reduced as data become available with improved sensitivity and larger fields of view, allowing the power spectrum to be measured from thin redshift slices that minimize the light-cone effect (though the slice should not be thinner than one wavelength, which implies some remaining averaging when measuring power on large scales).

Finally, if 21-cm data are analyzed using assumed cosmological parameters that differ from the true ones, this causes an additional Alcock-Paczyński [138] anisotropy that can be used to constrain cosmological parameters [14, 15]; in particular, the technique of Eq. (58) can be extended, in principle permitting (in the limit of linear fluctuations) a separate probe of this anisotropy using the $\mu^6$ term that it induces in the 21-cm power spectrum [16].

4.4. Observational aspects

Attempts to measure the cosmological 21-cm signal must deal with the much stronger foreground emission, dominated by synchrotron radiation from electrons in the Milky Way, with other radio sources added on. Indeed, the brightness temperature of the sky for typical high-latitude, relatively quite portions of the sky, is [88]

$$T_{\text{sky}} \sim 180 \left(\frac{\nu}{180 \text{ MHz}}\right)^{-2.6} \text{ K}.$$  \hspace{1cm} (60)

This steep increase of foreground emission with decreasing frequency is the reason that 21-cm observations become more difficult with increasing redshift; distortion of the radio signal due to refraction within the Earth’s ionosphere also increases with redshift, down to the critical plasma frequency of $\nu \sim 20$ MHz below which the ionosphere becomes opaque. The sky emission in Eq. (60) must be compared to the expected signal of typically a few tens of mK (sky averaged), with fluctuations of order several mK. The reason that this tiny signal may be observable, even on top of a foreground that is brighter by at least a factor of $10^4$, is that the foreground is produced by synchrotron emission which inherently produces a very smooth frequency spectrum.

There are a number of approaches to observing the 21-cm signal from high redshifts. The simplest, in principle, is measuring the global 21-cm signal, i.e., the sky-averaged, cosmic mean emission as a function of frequency (i.e., redshift). This can be done with a single dish
dipole), but requires a very accurately calibrated instrument to enable foreground subtraction. Indeed, the sensitivity of a single dish [139] is

$$\Delta T \sim \frac{T_{\text{sys}}}{\sqrt{\Delta \nu t_{\text{int}}}}. \quad (61)$$

Assuming that the system temperature is approximately equal to that of the foreground [Eq. (60)], and taking a bandwidth of $\Delta \nu = 5 \text{ MHz}$ centered at $z = 10$ ($\nu = 129 \text{ MHz}$), a sensitivity of $\Delta T = 10 \text{ mK}$ only requires an integration time $t_{\text{int}}$ of 6 minutes. Thus, the real issue with global 21-cm experiments is not raw sensitivity, but the ability to clean out the smooth foreground to a spectral accuracy of one part in $10^4$ or $10^5$. In practice, the need to subtract out the smoothly-varying foreground implies a simultaneous removal of the smoothly-varying part of the desired 21-cm signal. Thus, the absolute level of the global signal likely cannot be measured, but its variation with frequency may be measurable, particularly when the frequency gradient of the 21-cm signal is large during the rises or declines that accompany various milestones of early cosmic evolution (see section 7.5).

The other main approach is to make an interferometric map of the 21-cm signal. In this case, much more information is available at each redshift than just a single mean temperature. With a sufficiently high signal-to-noise ratio, direct tomography/imaging can reveal the full spatial distribution of the 21-cm signal. However, even if the maps themselves are noisy, statistical measures such as the 21-cm power spectrum can be computed with high accuracy, and used to extract many of the most interesting aspects of cosmic dawn such as the properties of the galaxies that existed at various times. In the case of an interferometer, one basic consideration is the achievable angular resolution $\theta_D$ (and corresponding comoving spatial resolution $r_D$), determined by the diffraction limit corresponding to the longest array baseline $D_{\text{max}}$ [88]:

$$\theta_D \sim \frac{\lambda}{D_{\text{max}}} \sim 7.3 \left(\frac{1+z}{10}\right) \left(\frac{D_{\text{max}}}{1 \text{ km}}\right)^{-1} \text{'} \quad ; \quad r_D \sim 20 \left(\frac{h}{0.68}\right)^{-1} \left(\frac{1+z}{10}\right)^{1.2} \left(\frac{D_{\text{max}}}{1 \text{ km}}\right)^{-1} \text{Mpc}. \quad (62)$$

For an array of $N$ radio antennae (or stations), each with an effective collecting area $A_{\text{eff}}$, the resulting field of view $\Omega_{\text{FoV}} = \lambda^2/A_{\text{eff}}$ corresponds to an angular diameter $\theta_{\text{FoV}}$ (and comoving distance $r_{\text{FoV}}$):

$$\theta_{\text{FoV}} \equiv \sqrt{\frac{4 \Omega_{\text{FoV}}}{\pi}} = 5.1 \left(\frac{1+z}{10}\right) \left(\frac{A_{\text{eff}}}{700 \text{ m}^2}\right)^{-1/2} \quad ; \quad r_{\text{FoV}} \sim 0.86 \left(\frac{h}{0.68}\right)^{-1} \left(\frac{1+z}{10}\right)^{1.2} \left(\frac{A_{\text{eff}}}{700 \text{ m}^2}\right)^{-1/2} \text{Gpc}. \quad (63)$$

In the line-of-sight direction, the comoving length corresponding to a bandwidth $\Delta \nu$ is

$$r_{\Delta \nu} \sim 18 \left(\frac{\Delta \nu}{1 \text{ MHz}}\right) \left(\frac{1+z}{10}\right)^{1/2} \left(\frac{\Omega_m h^2}{0.141}\right)^{-1/2} \text{Mpc}. \quad (64)$$

Another commonly noted quantity is the total collecting area of the array

$$A_{\text{coll}} = N A_{\text{eff}} = 1.8 \times 10^5 \left(\frac{N}{250}\right) \left(\frac{A_{\text{eff}}}{700 \text{ m}^2}\right) \text{m}^2, \quad (65)$$

where we have used illustrative values based roughly on the planned first phase of the Square Kilometer Array [140] (though note that $A_{\text{eff}}$ is actually expected to vary with frequency).

A key quantity for interferometric arrays is the sensitivity to power spectrum measurements. We assume the simple approximation of antennae distributed over a core area $A_{\text{core}}$ in such a way
that the $uv$-density (i.e., the density in visibility space which is equivalent to a Fourier transform of the sky) is uniform, and a single beam (i.e., we do not include here the technique of multi-beaming which can speed up surveys). In this case, the power-spectrum error due to thermal noise is \cite{141, 140}

$$ \Delta T_{\text{thermal}}^{\text{PS}} = \sqrt{\frac{2}{\pi}} k^{3/4} \left[ D_c^2 \Delta D_c \Omega_{\text{fov}} / \Delta \nu \right]^{1/4} \frac{T_{\text{sys}}}{\sqrt{\Delta \nu_{\text{int}}}} N \sqrt{\frac{A_{\text{core}}}{A_{\text{eff}}}}, $$

which yields an approximate value of

$$ \Delta T_{\text{thermal}}^{\text{PS}} \sim 0.13 \left( \frac{k}{0.1 \text{ Mpc}^{-1}} \right)^{3/4} \left( \frac{1 + z}{10} \right)^{3.3} \left( \frac{t_{\text{int}}}{1000 \text{ hr}} \right)^{-1/2} \left( \frac{\Delta \nu}{1 \text{ MHz}} \right)^{-1/4} \times \left( \frac{A_{\text{eff}}}{700 \text{ m}^2} \right)^{-3/4} \left( \frac{A_{\text{core}}}{3.8 \times 10^5 \text{ m}^2} \right)^{1/2} \left( \frac{N}{250} \right)^{-1} \left( \frac{\Omega_m h^2}{0.141} \right)^{1/8} \text{mK}, $$

where $D_c$ is the comoving distance to redshift $z$, and $\Delta D_c$ equals $r_{\Delta \nu}$ from above. The thermal noise thus increases with $k$, and typically dominates the expected power spectrum errors on small scales. Attempting to improve the angular resolution by increasing $D_{\text{max}}$ would typically imply an increase in $A_{\text{core}} \propto D_{\text{max}}^2$, as well, and thus a worsening power-spectrum sensitivity at all $k$.

The uncertainty in comparing data to models is usually dominated on large scales by sample variance (sometimes termed “cosmic variance”), which gives a relative error that is roughly proportional to the inverse square root of the number of modes of wavenumber $k$ that fit into the survey volume. Assuming a cylindrical volume and a bin width of $\Delta k \sim k$ [assumptions also made in Eq. (66)], this yields \cite{141}

$$ \Delta T_{\text{sample}}^{\text{PS}} \approx T_{\text{PS}} \sqrt{\frac{8\pi}{k^3 T_{\text{sys}}^2 \Delta \nu}}, $$

where $T_{\text{PS}}$ is the root-mean-square 21-cm brightness temperature fluctuation at wavenumber $k$. The resulting approximate value is

$$ \Delta T_{\text{sample}}^{\text{PS}} \sim 0.087 \left( \frac{T_{\text{PS}}}{2 \text{ mK}} \right) \left( \frac{k}{0.1 \text{ Mpc}^{-1}} \right)^{-3/2} \left( \frac{1 + z}{10} \right)^{-1.5} \left( \frac{\Delta \nu}{1 \text{ MHz}} \right)^{-1/2} \times \left( \frac{A_{\text{eff}}}{700 \text{ m}^2} \right)^{1/2} \left( \frac{h}{0.68} \right) \left( \frac{\Omega_m h^2}{0.141} \right)^{1/4} \text{mK}. $$

We note, though, that these noise estimates (both thermal noise and sample variance) may in a sense be overestimated, since they are calculated for a narrow bandwidth at a single redshift (e.g., 1 MHz around $1 + z = 20$ corresponds to $\Delta z \sim 0.3$). If a theoretical model is fit to data covering a wide range of redshifts, then the model in a sense smooths the data over the various redshifts, yielding effectively lower noise overall. Of course, this conclusion is not model-independent as it relies on the smooth variation with redshift typically assumed in any model, a smoothness that ties together, within such a combined fit, the data measured at various redshifts. A model-independent way to try to reduce the errors would be to simply average the data over wide redshift bins, but that would erase some information about the redshift evolution, as well as features of the power spectrum that may only appear prominently at particular redshifts. A more direct observational approach is to use the flexibility available in balancing the amount of integration.
time spent per field (with more time leading to lower thermal noise), on the one hand, and the total number of separate fields of view observed (with more fields reducing the sample variance), on the other hand.

5. The Supersonic Streaming Velocity

Current observational efforts in 21-cm cosmology (and high-redshift astronomy more generally) are focused on the reionization era (redshift $z \sim 10$), with earlier times considered more difficult to observe. However, recent work suggests that at least in the case of 21-cm cosmology, the pre-reionization, $z \sim 20$ era of even earlier galaxies may produce very interesting signals that make observational exploration quite promising. One argument for this is based on a recently noticed effect on early galaxy formation that had been previously neglected. We discuss here this supersonic streaming velocity, which has also been reviewed recently in detail [142].

5.1. Cosmological origins

Up until recently, studies of early structure formation were based on initial conditions from linear perturbation theory. However, Tseliakhovich & Hirata (2010) [45] pointed out an important effect that had been missing in this treatment. At early times, the electrons in the ionized gas scattered strongly with the then-energetic CMB photons, so that the baryons moved together with the photons in a strongly-coupled fluid. On the other hand, the motion of the dark matter was determined by gravity, as it did not otherwise interact with the photons. Thus, the initial inhomogeneities in the universe led to the gas and dark matter having different velocities. When the gas recombined at $z \sim 1100$, it was moving relative to the dark matter, with a relative velocity that varied spatially. The root-mean-square value at recombination was $\sim 30$ km/s, which was supersonic (Mach number $\sim 5$). The streaming velocity then gradually decayed as $\propto 1/a$, like any peculiar velocity, but remained supersonic (getting down to around Mach 2) until the onset of cosmic heating. This is true for the root-mean-square value, but the streaming velocity was lower in some regions, and up to a few times higher in others.

Figure 14 shows the contribution of fluctuations on various scales to the variance of the velocity difference. This highlights two important properties of this relative motion. First, there is no contribution from small scales, so that the relative velocity is uniform in patches up to a few Mpc in size; the velocity is generated by larger-scale modes, up to $\sim 200$ Mpc in wavelength. The uniformity on small scales is critical as it allows a separation of scales between the spatial variation of the velocity (on large scales) and galaxy formation (on small scales). Each individual high-redshift mini-galaxy forms out of a small region ($\sim 20$ kpc for a $10^6 M_\odot$ halo) that can be accurately approximated as having a uniform, local baryonic wind, or a uniform stream of baryons; the relative velocity is thus also referred to as the “streaming velocity”. The second important feature of Figure 14 is the strong baryon acoustic oscillation (BAO) signature. Arising from the acoustic oscillations of the photon-baryon fluid before recombination, this strong BAO signature is a potentially observable fingerprint of the effect of this relative motion, as is further detailed below.

The relative motion between the dark matter and baryons was not in itself a surprise (it had been known for decades), but before 2010 it had not been noticed that this effect was both important and dropped within the standard approach. The standard initial conditions for both analytical calculations and numerical simulations had been generated based on linear perturbation theory, in which each $k$ mode evolves independently. Indeed, the relative velocity is negligible if any
Figure 14: The contribution of various scales to the mean squared velocity difference between the baryons and dark matter (at the same position) at recombination. The contribution per log \( k \) of fluctuations at wavenumber \( k \) is shown vs. \( k \). From [45].
single scale is considered. However, it is important as an effect of large scales (which contribute to the velocity difference) on small scales (which dominate early galaxy formation). Specifically, the relative motion makes it harder for small-scale overdensities in the dark matter to gravitationally accrete the streaming gas. Now, observing such small scales directly would require far higher resolution than is currently feasible in radio astronomy at high redshift. Nonetheless, the relative motion is immensely important because of its effect on star formation. Since stellar radiation strongly affects 21-cm emission from the surrounding IGM, 21-cm cosmology offers an indirect probe of the relative velocity effect.

5.2. Effect on star formation in early halos

The effect of the streaming velocity on early star formation can be usefully separated into three effects, both for physical understanding and for the purposes of analytical modeling. This also tracks the development of the subject. The first effect of the streaming velocity on halos to be analyzed was the suppression of the abundance of halos [45]. Since the baryons do not follow the dark matter perturbations as closely as they would without the velocity effect, linear fluctuations in the total density are suppressed on small scales (where the gravitationally-induced velocities are comparable to or smaller than the relative velocity). According to the standard theoretical models for understanding the abundance of halos as a function of mass [53, 54] (§ 2.3), this should result in a reduction of the number density of high-redshift halos of mass up to \( \sim 10^6 M_\odot \) [45], a mass range that is expected to include most of the star-forming halos at early times.

The next effect to be noted [143] was that separately from the effect on the number of halos that form, the relative velocity also suppresses the gas content of each halo that does form. It was initially claimed [143] that this second effect results in 2 mK, large-scale 21-cm fluctuations during Lyα coupling, with a power spectrum showing a strong BAO signature due to the streaming velocity effect. These conclusions were qualitatively on the mark but were later seriously revised quantitatively. In particular, it turned out [144, 9] that the gas-content effect is a minor one on star-forming halos, and is mainly important for the lower-mass gas minihalos that do not form stars.

Meanwhile, many groups began to run small-scale numerical simulations that followed individual collapsing halos subject to the streaming velocity [145, 146, 147, 148, 149, 150, 151]. In particular, two simulations [146, 147] first indicated the presence of a third effect, i.e., that the relative velocity substantially increases the minimum halo mass for which stars can form from gas that cools via molecular hydrogen cooling. The intuitive explanation is that even if a halo does manage to form (albeit with a reduced gas content), it does not contain the same dense gas core that it would in the absence of the streaming velocity. The reason is that the densest part of the halo (which is where stars first manage to form) comes together well before the rest of the halo, and is thus strongly disrupted by the streaming velocity (which is high at early times); thus, after a halo forms in the presence of the streaming velocity, it is necessary to wait longer for a dense core to develop and bring about star formation. Given these simulation results on the increase in the minimum halo mass for star formation, a physically-motivated fit [9] allowed the development of a general analytical model of early star formation that includes the effect of density as well as all three effects of the streaming velocity on star formation.

Figure 15 illustrates some of the results of the numerical simulation studies of the effect of the streaming velocity on galaxy formation. As expected, a larger velocity suppresses gas accretion more strongly, in particular reducing the amount of dense gas at the centers of halos. But beyond just this general trend, the relative velocity effect gives rise to very interesting dynamics on small scales. It disrupts gas accretion in an asymmetric way, so that filaments of accreting gas are
disrupted more easily if they are perpendicular to the local wind direction. In addition, halos that form in regions of relatively high velocity develop supersonic wakes as they move through the wind.

5.3. Consequences

The immediate major consequence of the streaming velocity effect is the change in the large-scale distribution of the first stars in the Universe, and the resulting pattern embedded in the 21-cm sky at very high redshift. All of this is discussed below, particularly in § 7.3, where the distribution of the streaming velocity field is also shown (Figure 33). Here we note some other interesting consequences of the streaming velocity that have been suggested.

Although the relative velocity only affected low-mass halos at high redshifts, those halos were the progenitors of later, more massive galaxies. Thus, the streaming velocity may have indirectly left a mark on later galaxies through its influence on their star-formation histories and, thus, on their current luminosity (through their old stellar content and perhaps its feedback on the formation of younger stars). This signature may be observable in galaxy surveys, and
could affect probes of dark energy through measurements of BAO positions in the galaxy power spectrum [152]; indeed, current data imply an upper limit of 3.3% on the fraction of the stars in luminous red galaxies that are sensitive to the relative velocity effect [153]. More directly, the early streaming velocity effect on star formation in dwarf galaxies could leave remnants in their properties as measured today, e.g., in the low-mass satellites of the Milky Way [154].

We note, though, that when considering these effects on later galaxies, it is important to keep in mind the modulation of star formation by other effects, in particular LW radiation (§ 6.2) that suppresses molecular hydrogen cooling, and reionization, which suppresses gas accretion through photoheating feedback (§ 6.1). These effects suppressed star formation in larger halos than the streaming velocity itself, which means that they affected later progenitors of current galaxies (containing a larger fraction of the final, present-day stellar content). The distribution of LW feedback may have reflected in part the initial relative velocity pattern [155], since the LW radiation itself was produced by stars in small halos, but reionization occurred later, likely due to more massive halos (§ 6.1) that were not affected much by the streaming velocity. Thus, photoheating likely did not carry a significant signature of the streaming velocity field.

Moving towards higher redshifts, as mentioned, the streaming velocity likely did not significantly affect the main stages of cosmic reionization. However, it suppressed the formation of earlier cosmic populations, perhaps including supermassive black holes at $z > 15$ [156]. More intriguing (and speculative) are ideas on opposite effects, whereby a large streaming velocity may have produced a unique environment that allowed some objects to form. A large relative velocity may have delayed star formation enough to allow a direct collapse to a massive black hole [157], or it may have produced a baryonic density peak that was sufficiently displaced from dark matter to allow the formation of an early globular cluster [158]. Moving on to the dark ages ($z > 30$), the supersonic streaming velocity had a number of significant effects on the 21-cm power spectrum at both large and small scales [159].

6. Cosmic milestones of early radiative feedback

6.1. Reionization

The reionization of the Universe is an old subject. The observation of transmitted flux shortward of the Lyα wavelength of quasars indicated in 1965 that the modern Universe is highly ionized [22]. While this led to a gradual growth of literature on the theoretical development of cosmic reionization (as summarized, e.g., in [23]), calculations in the context of modern cosmological models of hierarchical galaxy formation were first made in the 1990’s. These included the first numerical simulations of cosmic reionization [160, 161], and analytical calculations [162, 163, 164, 165, 166, 167] that mostly followed the overall, global progress of reionization, based on counting the ionizing photons from the rapidly rising star formation while accounting for recombinations. Exploration of the 21-cm signatures of reionization began in one of these numerical simulations [161] and in theoretical papers by Shaver et al. (1999) and Tozzi et al. (2000) [139, 27].

There soon began a more detailed discussion of the structure and character of reionization, important issues for a variety of observational probes of the era of reionization, especially 21-cm cosmology. A commonly-assumed simple model was that of instantaneous reionization, often adopted in calculations of the effect of reionization on the CMB. This was supported by simulations [161, 168] that showed a rapid “overlap” stage whereby the transition from individual H II regions around each galaxy to nearly full reionization was rapid ($\Delta z \sim 0.1$). Fast reionization
would have made it easier to detect reionization through a sudden jump in the number of faint  
Lyα sources [169, 170] (given the strong Lyα absorption due to a neutral IGM).

These same simulations also found that the H II regions during reionization were typically quite small, below a tenth of a Mpc for most of reionization until a sudden sharp rise (to larger than the simulation box) once only 30% of the hydrogen mass (occupying 15% of the volume) remained neutral. Predictions made on this basis [171] were bad news for 21-cm observations, which will find it difficult to reach the angular resolution required to see such small features within the cosmological 21-cm signal. Modeling of the effect of reionization on secondary CMB anisotropies through the kinetic Sunyaev-Zel’dovich effect (whereby the velocities of free electrons created by reionization changed the energies of the fraction of CMB photons that re-scattered) also assumed that the ionized bubble scale would be very small unless quasars were dominant [172, 173, 174].

Another basic issue about reionization is its structure/topology. At this time, both analytical models and numerical simulations [175, 168] suggested that reionization would be outside-in (with most ionizing photons leaking to the voids and reionizing them first, leaving the dense regions for later) rather than inside-out (which is when the high-density regions around the sources reionize before the low-density voids). All of the just-noted conclusions were based on numerical simulations with box sizes below 10 Mpc. A simulation of a 15 Mpc box found some ionized regions as large as 3 Mpc [176]. An even larger, 30 Mpc simulation [177] considered a field (average) region and a proto-cluster (i.e., an overdense region), and found substantial differences between their reionization histories (thus suggesting fluctuations on quite large scales), but still supported an outside-in reionization (since the proto-cluster reionized later than the field region). In hindsight, most of the results summarized in this and the previous two paragraphs were incorrect or confusing.

The now-accepted paradigm of reionization began to emerge when Barkana & Loeb (2004) [24] realized that the surprisingly strong clustering of high-redshift halos (see section §3.1) leads to H II bubbles driven by multiple clustered galaxies rather than individual galaxies\(^2\) (see Figures 16 and 17). This clustering is significant even on scales of tens of Mpc, leading to typical bubble sizes during reionization that are larger than the total box size of most numerical simulations of reionization at the time. The strong bias of high-redshift galaxies also settled the issue of the topology of reionization [24], showing that it is inside-out; while the recombination rate was higher in overdense regions because of their higher gas density, these regions still reionized first, despite the need to overcome the higher recombination rate, since the number of ionizing sources in these regions was increased even more strongly as a result of the strong bias of galaxies\(^3\). The outside-in picture, though, is still useful, as it seems likely to apply to the internal structure of individual H II bubbles and to the post-reionization universe. Another important revision was in the common view of the effect of reionization on the abundance of dwarf galaxies in various environments [24].

The next big step was taken by Furlanetto et al. (2004) [25], who created an analytical model for the distribution of H II bubble sizes (Figure 18), based on an ingenious application of the

\(^2\)This paper [24] was first submitted in August 2003 but was only published 11 months later due to initial resistance to its novel conclusions.

\(^3\)Quantitatively, the number of hydrogen atoms that must be initially ionized in each region is proportional to its density, i.e., the effective linear bias (Eq. 30) for this quantity is unity. The number of recombinations that must be overcome goes as density squared, so its effective bias is 2. The high-redshift galaxies that are thought to have sourced reionization likely had a bias above 2 throughout reionization, with a more typical value of 5 or 10.
Figure 16: Cosmic $1 - \sigma$ scatter in the redshift of reionization, or any other phenomenon that depends on the fraction of gas in galaxies, versus the size of a rectangular region (in the Universe or in a simulation). When expressed as a shift in redshift, the scatter is predicted to be approximately independent of the typical mass of galactic halos. Regions of size 10 Mpc are not representative and do not yield an overall picture of reionization, since different regions of that size reionize at redshifts that differ by a $1 - \sigma$ scatter of $\Delta z \sim 1$. One hundred Mpc boxes are required in order to decrease $\Delta z$ to well below unity ($\sim 0.15$). From [24].

Figure 17: During reionization, ionized bubbles were created by clustered groups of galaxies [24]. The illustration (left panel, from [21]) shows how regions with large-scale overdensities formed large concentrations of galaxies (dots) whose ionizing photons produced large ionized bubbles. At the same time, other large regions had a low density of galaxies and were still mostly neutral. A similar pattern has been confirmed in large-scale numerical simulations of reionization (e.g., the right panel shows a two-dimensional slice from a 150 Mpc simulation box [178]). Multiple-source bubbles likely dominated the ionized volume from as early as $z \sim 20$ [179].
extended Press-Schechter model [54]. This showed how the typical size rises gradually during reionization, from a few Mpc to tens of Mpc during the main stages, and allowed an estimate of the resulting 21-cm power spectrum during reionization. This picture of reionization based on semi-analytic models [24, 25] was then confirmed by several numerical simulations that reached sufficiently large scales with boxes of ~ 100 Mpc in size (e.g., [26, 180, 181]). The simulations indeed showed the dominance of large bubbles due to large groups of strongly-clustered galaxies, though it should be noted that the price of such large boxes was (and remains) a limited ability to resolve the small galaxies that were likely the dominant sources of reionization.

This realization, that reionization was characterized by strong fluctuations on large scales even if the individual galaxies that caused it were small, has been very important and influential. It has helped motivate the large number of observational efforts currently underway in 21-cm cosmology (§ 1), since large-scale fluctuations are easier to detect (as they do not require high angular resolution; see Eq. (67)).

Today there remain some major uncertainties about reionization that will likely only be resolved by 21-cm measurements (§ 7.1). In terms of the overall timing, the best current constraint comes from large-angle polarization measurements of the CMB which capture the effect of the re-scattering of CMB photons by the reionized IGM. The latest measured optical depth of $5.5 \pm 0.9\%$ [182] implies a reionization midpoint at a redshift of $7.5 \sim 9$ in realistic models (with reionization completing somewhere in the range $z = 6 \sim 8$). However, the best-fit optical depth has changed substantially with every new measurement (declining over time), and in general it is more difficult to constrain small values of the optical depth since the corresponding reionization signature on the CMB is then smaller compared to systematic errors. The CMB results do strongly limit the high-redshift onset of reionization, with a limit of less than ~ 10% completion by $z = 10$ [183]. There have long been hints of a late end to reionization at $z \sim 6$ [184, 185, 186, 187, 188], but they have been controversial due to the expected large fluctuations in the cosmic ionizing background even after full reionization of the low-density IGM [189, 190, 191, 192, 193].

As far as the typical halo masses that hosted the dominant sources of reionization, it is expected that Lyman-Werner radiation dissociated molecular hydrogen early on [20], so that by the central stages of reionization star formation required atomic cooling, with a minimum halo mass for star-formation of $\sim 10^8 M_\odot$. As reionization proceeded, the hot gas within ionized regions raised the gas pressure and prevented it from falling into small gravitational potential wells; this photoheating feedback gradually eliminated star formation in halos up to a mass of $3 \times 10^9 M_\odot$, as has been studied in many calculations and numerical simulations [194, 195, 98, 196, 197, 198, 199, 200, 72, 201, 77, 78]. In particular, this means that an era of active star formation in dwarf galaxies prior to reionization may be observable directly with next-generation telescopes [202, 203], or in the star formation histories of massive high-redshift galaxies [204], although this depends also on the effectiveness of supernova feedback in small galaxies [205, 206].

Another interesting issue related to reionization is that of minihalos, i.e., low-mass halos that collect gas but do not form stars due to the lack of sufficient cooling. These minihalos formed in large numbers, clustered strongly around ionizing sources, and contained enough gas to effectively block most ionizing photons [207, 208]. However, the minihalos naturally photoevaporated once engulfed by H II regions [209, 210], making their effect on reionization (which they delay) and on 21-cm emission only modest [211, 212]. We note that due to their low masses, minihalos were also strongly affected by the baryon - dark matter streaming velocity (§ 5).
Figure 18: Distribution of H II bubble sizes during reionization. The fraction of the ionized volume in bubbles of radius $R$ is shown per log $R$ interval. Dot-dashed, short-dashed, long-dashed, dotted, and solid lines are for $z = 18, 16, 14, 13,$ and 12, respectively, in a model in which the cosmic ionized fraction at these times is 0.037, 0.11, 0.3, 0.5, and 0.74, respectively. From [25].
6.2. Lyα coupling and Lyman-Werner feedback

The general course of cosmic history as relevant to 21-cm cosmology was outlined in § 1, and the physics of the 21-cm transition (including Lyα coupling) was described in detail in § 4. Here we briefly summarize Lyα coupling and LW feedback, as they are among the most important observable events in early cosmic history.

The IGM can be observed in 21-cm emission or absorption, relative to the CMB background, only if the hyperfine levels of the hydrogen atom are not in equilibrium with the CMB. This means that the spin temperature must differ from the CMB temperature. At the highest redshifts, atomic collisions overcome the scattering of CMB photons and drive the spin temperature to the kinetic temperature of the gas. However, this becomes ineffective at $z \sim 30$, and the spin temperature then approaches the CMB temperature. Luckily for 21-cm cosmologists, stellar Lyα photons come to the rescue [11], moving the spin temperature back towards the kinetic temperature through the indirect Wouthuysen-Field effect [18, 19]. The Lyα coupling era refers to the time during which the Lyα flux reaches and passes the level needed for effective 21-cm coupling.

Unlike reionization and heating, Lyα coupling and Lyman-Werner feedback are not cosmic events that change the overall state of the IGM. Lyα coupling is basically a 21-cm event, and it is important because of the prospect of detecting 21-cm emission from the early era ($z \sim 20 – 30$ [213, 214]) of Lyα coupling. A 21-cm observation of Lyα coupling (see § 7.2 for more details) is the only currently feasible method of detecting the dominant population of galaxies from such high redshifts and measuring their properties, either through a global 21-cm detection of the strong mean absorption signal or by interferometric measurement of the substantial 21-cm fluctuations expected from this era [28]. While still far from the very first stars at $z \sim 65$ [8, 9], this is the highest redshift range currently envisioned for observing the dominant galaxy population, a feat which would be very exciting.

LW feedback is a major feedback effect on the first stars. It indirectly affects the IGM and the 21-cm sky through its effect on the radiative output from stars (including Lyα, X-ray, and ionizing radiation). LW feedback dissociates molecular hydrogen and thus it ended star formation driven by molecular cooling [20] in halos of $\sim 10^6 M_\odot$ [7, 6]. If the overall (time-averaged) star-formation efficiency in such small, early halos was significant, then their LW radiation is expected to have produced significant feedback early on ($z \sim 20 – 25$) [20, 215, 213, 155], at a time when these halos still dominated the global star formation. This feedback strengthened gradually as the LW intensity increased, as has been found in numerical simulations that imposed a LW background on forming early galaxies (either constant with time [216, 217, 218] or increasing more realistically [219]). Because of its gradual rise, LW feedback did not actually halt or reduce the global star formation, but it did slow down the otherwise rapid rise of star formation at high redshifts. Like other inhomogeneous negative feedbacks, LW feedback increased cosmic equality by first suppressing the sites of earliest star formation [215, 213, 155] (Figure 19). While some LW photons reached out to a distance of $\sim 100$ Mpc from each source, the feedback was more local than that; emission from distant sources was absorbed more weakly, so that half the effective LW flux seen at a given point came from sources within $\sim 15$ Mpc away (Figure 20).

A discussion of the 21-cm signatures of the Lyα coupling and LW feedback eras is deferred to § 7.2. We note that in this topic it is essential to include the baryon - dark matter streaming velocity (§ 5) as well, since it affects the same halos as the LW feedback, and these same halos may have dominated star formation during the Lyα coupling era.
Figure 19: Spatial images from a simulation showing the isocontours of patchy reionization and the patchy $H_2^-$

dissociating background on a planar slice through a box of volume $(35/h\ Mpc)^3$ at various epochs. The level of $J_{LW,21}$

the LW photon intensity in units of $10^{-21} \text{ erg cm}^{-1} \text{ s}^{-1} \text{ Hz}^{-1} \text{ sr}^{-1}$) on the grid is depicted by various colors, with the

range $[10^{-3} - 10^2]$ shown on the inset of the top-left panel. On top of each $J_{LW,21}$ color map, contours of thick colored

lines represent different $J_{LW,21}$ levels (red, orange, blue, cyan, and green corresponding to $J_{LW,21} = 0.01, 0.1, 1, 10, \text{ and 100}$, respectively). The black lines represent ionization fronts. From [215].
Figure 20: The relative effectiveness of causing H$_2$ dissociation in an absorber at $z_a$ due to stellar radiation from a source at $z_s$, shown versus the ratio $R \equiv (1 + z_s)/(1 + z_a)$ since in this form this function is independent of redshift. The complex result (solid curve) incorporates the expected stellar spectrum of Population III stars [220, 28], along with the full list of 76 relevant LW lines [20]. Beyond the max shown $R = 1.054$ (which corresponds to 104 comoving Mpc at $z = 20$), $f_{\text{LW}}$ immediately drops by five orders of magnitude. Also shown is a commonly used approximation [215] (dashed curve) which is based on a flat, averaged LW spectrum. Both functions are normalized to unity at $R = 1$. From [155].
6.3. Cosmic heating

Before discussing heating in the context of 21-cm cosmology, we begin with a brief summary of the basic physics of X-ray heating. The comoving mean free path of an X-ray photon, to photoelectric absorption in a universe of neutral fraction $x_{\text{HI}}$, is $\lambda_X \approx 51 \frac{x_{\text{HI}}}{2} \left(\frac{1+z}{10}\right)^2 \left(\frac{E}{0.5 \text{ keV}}\right)^{3/5} \text{ Mpc}$. (70)

For photons of energy $E \gtrsim 1 \text{ keV}$, $\lambda_X$ becomes a significant fraction of the horizon (Eq. 12), and in that case cosmological redshift effects lead to a substantial loss of energy between emission and absorption (plus there is a significant time delay between these two events). Once the X-rays are absorbed, the resulting (primary) fast electrons then interact with the surrounding gas through the processes of collisional excitation, ionization, and electron-electron scattering. These secondary processes quickly distribute the original X-ray energy into ionization (of hydrogen and helium in the IGM), heating (i.e., thermalized energy), and excitation (which results in low energy photons that then escape, so that the energy is effectively lost). The fraction of energy that goes into heating varies with the ionization fraction of the background medium, from around a third of the energy in a neutral medium up to nearly all of the energy in a highly ionized one [88, 221, 222, 223].

It has long been known that the Universe was reionized at an early time (§ 6.1) and thus heated to at least $\sim 10,000 \text{ K}$ by the ionizing photons. While reionization was a major phase transition in the IGM, the question of whether the gas had been radiatively pre-heated prior to reionization is also important. Significant pre-heating of the IGM directly affects 21-cm observations, and also produces some photoheating feedback (though much weaker than that due to reionization).

The dependence of the 21-cm brightness temperature on the kinetic temperature $T_K$ of the gas takes the form $T_b \propto \left[1 - T_{\text{CMB}}/T_K\right]$ (Eq. 50 or 56). Thus, the midpoint of the heating era, or the central moment of the “heating transition”, refers to the moment when the mean gas temperature is equal to that of the CMB, so that the cosmic mean $T_b$ is zero; actually, the latter would be true in a universe with purely linear fluctuations, but non-linearities delay the time when $\langle T_b \rangle = 0$ by an extra $\Delta z \sim 0.5$ [155]. Also, clearly $T_b$ is more sensitive to cold gas than to hot gas (relative to the CMB temperature). Indeed, at early times the 21-cm absorption can be very strong (depending on how much the gas cools), but at late times, once $T_K \gg T_{\text{CMB}}$, $T_b$ becomes independent of $T_K$ and the 21-cm emission is said to be in the “saturated heating” regime.

For a long time it was confidently predicted that the universe was well into the saturated heating regime once cosmic reionization got significantly underway. The stage for this widespread belief was set by the landmark paper in 21-cm cosmology by Madau et al. (1997) [11]. They considered several possible heating sources, mainly X-rays from quasars (later observed to disappear rapidly at $z > 3$, e.g., [224]) and heating from Ly$\alpha$ photons (later shown to be negligibly small [120, 225, 226]). However, stellar remnants – particularly X-ray binaries (Figure 21) – have become the most plausible source of cosmic heating. This is the result of a combination of basic facts: 1) X-rays travel large distances even through a neutral IGM; 2) Large populations of X-ray binaries should have formed among the stellar remnants associated with the significant

\[\text{Eq. (70)}, \text{the power-law dependence of } \lambda_X \text{ on } x_{\text{HI}} \text{ is } -1; \text{it has sometimes been incorrectly listed as } +1/3 \text{ [88]} \text{ or } -1/3 \text{ [29].}\]
cosmic star formation that we know must have occurred in order to reionize the universe; 3) Observations of the local Universe suggest not only that X-ray binaries form wherever star formation is found, but that their relative populations increase by an order of magnitude at the low metallicity expected for high-redshift galaxies [227, 228, 229, 230, 231].

Even with X-ray binaries as the plausible source, the common expectation of saturated heating before reionization had remained, and had been assumed in many mock analyses made in preparation for upcoming data ([232] is a recent example). A key reason for this is that until recently, calculations of cosmic X-ray heating [41, 29, 233, 91, 234] had assumed power-law spectra that place most of the X-ray energy at the low-energy end, where the mean free path of the soft X-rays is relatively short. This means that most of the emitted X-rays are absorbed soon after they are emitted, before much energy is lost due to cosmological effects. The absorbed energy is then enough to heat the gas by the time of reionization to ~ 10 times the temperature of the CMB [92].

However, Fialkov et al. (2014) [92] recognized that the assumed X-ray spectrum is a critical parameter for both the timing of cosmic heating and the resulting 21-cm signatures. The average radiation from X-ray binaries is actually expected to have a much harder spectrum (Figure 22) whose energy content (per logarithmic frequency interval) peaks at ~ 3 keV. Photons above
a (roughly redshift-independent) critical energy of \( \sim 1 \text{ keV} \) have such a long mean free path that by the start of reionization, most of these photons have not yet been absorbed, and the absorbed ones came from distant sources that were effectively dimmed due to cosmological redshift effects. This reduces the fraction of the X-ray energy absorbed as IGM heat by about a factor of 5, enough to push the moment of the heating transition into the expected redshift range of cosmic reionization (and thus, we will refer to this case as late heating). For this and other reasons, the spectrum of the X-ray heating sources is a key parameter for 21-cm cosmology, as further discussed in § 7.3.

Based on low-redshift observations, other potential X-ray sources appear sub-dominant compared to X-ray binaries. One such source is thermal emission from hot gas in galaxies, which has a relatively soft X-ray spectrum. Its X-ray luminosity in local galaxies [238] is (for a given star-formation rate) about a third of that of X-ray binaries. Given the above-mentioned order-of-magnitude increase expected in the emission from X-ray binaries at high redshift, the thermal gas would have to be highly efficient at high redshift in order to contribute significantly. Also, some theoretical arguments suggest that X-rays produced via Compton emission from relativistic electrons in galaxies could be significant at high redshift [239], though again the increase would have to be very large compared to such emission in low-redshift sources; the expected spectrum in this case (flat from \( \sim 100 \text{ eV} \) to \( \sim 100 \text{ GeV} \)) would deliver most of the energy above 1 keV and thus count as a hard spectrum in terms of 21-cm signatures. Another possible heating source, large-scale structure shocks, is likely ineffective [240, 241, 149].

A natural X-ray source to consider is the population of bright quasars. As noted above, while quasars are believed to dominate the X-ray background at low redshift [242], their rapid decline beyond \( z \sim 3 \) [224] suggests that their total X-ray luminosity (including an extrapolation of their observed luminosity function) is sub-dominant compared to X-ray binaries during and prior to reionization [228]. The rarity of quasars at early times is natural since they seem to be hosted mainly by halos comparable in mass to our own Milky Way; the Ly\( \alpha \) absorption signature of gas infall provides direct evidence for this [243]. More promising for early heating, perhaps, is the possibility of a population of mini-quasars, i.e., central black holes in early star-forming halos. This must be considered speculative, since the early halos were so small compared to galactic halos in the present universe that the corresponding black-hole masses are expected to fall in a very different range from observed quasars, specifically within the intermediate black-hole range \( (10^2 - 10^4 M_\odot) \) that local observations have probed only to a limited extent [244]. Thus, the properties of these mini-quasars are highly uncertain, and various assumptions can allow them to produce either early or late heating [245, 226]. Local observations can be used to try to estimate the possible importance of mini-quasars. An internal feedback model that is consistent with observations of local black-hole masses as well as high-redshift quasar luminosity functions [246] indicates a mini-quasar contribution that is somewhat lower than X-ray binaries [92], though the uncertainties are large. Regarding the spectrum, standard models of accretion disks [247] around black holes predict that the X-ray spectrum of mini-quasars [245] should peak at \( 1 - 5 \text{ keV} \), making it a hard spectrum for cosmic heating that is quite similar to that of X-ray binaries.

Regardless of the source of X-rays, an important parameter is the degree of absorption in high-redshift halos compared to locally observed galaxies. If we assume that the gas density in high-redshift halos increases proportionally with the cosmic mean density, then the column density through gas (within a galaxy or a halo) is proportional to \( (1 + z)^2 M_\text{halo}^{1/3} \). This simple relation suggests that absorption of X-rays should increase at high redshift, since the redshift dependence should have a stronger effect than the decrease of the typical halo mass. However,
Figure 22: X-ray spectra, mean free paths, and horizons. The expected spectrum of X-ray binaries at high redshift (solid curve) from population synthesis models [235, 228] is compared with the soft power-law spectrum (dashed curve) adopted until recently [41, 29, 233, 91, 234]. Both indicate the distribution into X-ray photons with energy $E$ of the total X-ray energy $E_X$ produced per solar mass of newly-formed stars. The X-ray emission of X-ray binaries should be dominated by the most massive systems in their high (that is, bright) state [228], which is dominated by thermal disk emission, with little emission expected or seen [235, 236, 237] below 1 keV. Also shown are the mean free paths (dotted curves) of X-ray photons arriving at $z = 10$ (top) or $z = 30$ (bottom). For each of these redshifts, also indicated are the effective horizon for X-rays (defined as a $1/e$ drop-off, like a mean free path) from the combined effect of cosmological redshift and time retardation of sources ($\star$), and the distance to $z = 65$ ($\star$), the formation redshift of the first star [8, 9] (at which the mean free path curves are cut off). Note the separate y axes that indicate energy content for the spectra (right) or comoving distance for the other quantities (left). From [92].
complex astrophysics could substantially affect this conclusion, since the lower binding energy of the gas in low-mass halos could make it easier to clear out more of the blockading gas. Given the large uncertainty in internal absorption (on top of the other uncertainties in source properties), it is likely that only 21-cm observations will determine the precise characteristics of the high-redshift sources of cosmic heating.

7. 21-cm Signatures of the First Stars

Ongoing and planned interferometric observations in 21-cosmology hope to reach a sub-mK sensitivity level [35, 88] (see also § 1). The best current observational upper limit is from PAPER [33]: 22.4 mK at a wavenumber range of \( k = 0.1 \rightarrow 0.35 \, \text{Mpc}^{-1} \) at \( z = 8.4 \), around an order of magnitude away from plausible predictions (or two orders of magnitude in terms of the power spectrum). Global 21-cm experiments (measuring the total sky spectrum) are also being pursued, with the best result thus far (from the EDGES experiment) [44] being a lower limit of \( \Delta z > 0.06 \) for the duration of the reionization epoch. In the next few subsections we focus on 21-cm fluctuations, and consider global experiments separately in § 7.5.

7.1. 21-cm signatures of reionization

In § 6.1 we discussed the important realizations that reionization was driven by groups of galaxies, the early galaxies were strongly clustered on large scales, and reionization had an inside-out topology. These features of reionization should all be observable with 21-cm cosmology. Figure 23 shows an example of 21-cm maps during reionization, as predicted by numerical simulations; a semi-numerical model gives a quite similar reionization field though it differs in the fine details. Another example is shown in Figure 24, which is from a simulation that computes the ionization, Ly\( \alpha \), and X-ray fields.

The typical evolution of the 21-cm power spectrum during cosmic reionization is illustrated in Figure 25, using an analytical model [36] that was shown to be in reasonable agreement with numerical simulations. Early on, when the cosmic ionized fraction is \( \sim 10\% \), the 21-cm power spectrum simply traces the baryon density power spectrum (assuming here the limit of saturated Ly\( \alpha \) coupling and saturated heating). As reionization advances, H II bubbles form around individual sources and begin to overlap between nearby sources, giving the 21-cm power spectrum an extra hump on large scales, with the corresponding \( k \) gradually decreasing as the typical size of the bubbles increases. At the final stages of reionization, the 21-cm intensity probes the distribution of remaining neutral gas in large-scale underdensities, and at the very end, atomic hydrogen remains only within galaxies. Figure 25 also illustrates how the 21-cm power spectrum can be used to probe the properties of the galaxies that are the sources of reionization.

By artificially setting various values for the minimum circular velocity (or mass) of halos that dominate star formation, it is possible to simulate cases where small galaxies dominate or where large galaxies do (the latter case illustrating a situation where internal feedback is highly effective within small galaxies). Placing a fixed total amount of ionizing intensity within a smaller number of more massive halos has a number of effects on the 21-cm power spectrum; large halos are rarer and more strongly biased/clumped, leading to a higher power spectrum (in amplitude), a more prominent H II bubble bump that extends to somewhat larger scales, and a more rapid reionization process (in terms of the corresponding redshift range).

An important question is how to fit the 21-cm data that are expected soon from the cosmic reionization era. In general, the 21-cm power spectrum during reionization is a complex superpo-
Figure 23: 21-cm maps during reionization, in radiative transfer simulations versus a semi-numeric approach. Each map is 94 Mpc on a side and 0.36 Mpc deep. The ionized fractions are 0.11, 0.33, and 0.52 for $z = 8.16$, 7.26, and 6.89, respectively. Left column: Radiative transfer calculation with ionizing sources (blue dots). Middle column: Halo smoothing procedure with sources from the N-body simulation. Right column: Matching semi-numerical model based on [25] and using the initial, linear dark matter overdensity. From [180].
Figure 24: 21-cm maps from a 100/h Mpc simulation box that includes inhomogeneous Lyα and X-ray radiation fields, in addition to reionization. The ionized fractions are 0.0002, 0.03, 0.35, and 0.84 for $z = 20.60, 15.24, 10.00, \text{ and } 7.40$, respectively. From [181].
Figure 25: Evolution of the 21-cm power spectrum throughout reionization, for a model that sets the cosmic mean ionized fraction \( \bar{x}_i = 98\% \) at \( z = 6.5 \). Shown are times when \( \bar{x}_i = 10\%, 30\%, 50\%, 70\%, 90\%, \) and 98\% (from top to bottom at large \( k \)). At the very end of reionization, atomic hydrogen remains only within galaxies (this gas is not included in these plots). The panels show two different possibilities for the masses of galactic halos, assuming a minimum circular velocity for star formation of \( V_c = 35 \) km/s (left panel) or 100 km/s (right panel). From [36].

sition of the fluctuations in density and ionization (and possibly heating; see § 7.4); in order to interpret it quantitatively and reconstruct the history of reionization and of early galaxy formation, a flexible model is needed. Fitting to data cannot be done directly with numerical simulations, and is difficult even with a faster-running semi-numerical code. Thus, the first maximum likelihood fitting of mock data [36] was done with the analytical model noted above. The computational efficiency of this approach made it possible to employ a flexible six-parameter model that parameterized the uncertainties in the properties of high-redshift galaxies; specifically, the parameters were the coefficients of quadratic polynomial approximations to the redshift evolution of two parameters: the minimum circular velocity of galactic halos, and the overall efficiency of ionizing photon production within galaxies. The conclusion (see Figure 26) was that observations with a first-generation experiment should measure the cosmic ionized fraction to ~ 1\% accuracy at the very end of reionization, and a few percent accuracy around the mid-point of reionization. The mean halo mass hosting the ionizing sources should be measurable to better than 10\% accuracy when reionization is 2/3 of the way through, and to 20\% accuracy throughout the central stage of reionization [36]. Recently the semi-numerical code 21CMFAST [91], in a sped-up version that employs some approximations, has been incorporated directly within 21CMMC, a Monte Carlo Markov Chain statistical analysis code. One result derived with this code (see Figure 27) is that combining three observations (at \( z = 8, 9 \) and 10) of the 21-cm power spectrum will allow upcoming 21-cm arrays to accurately constrain the basic parameters of reionization [250].

7.2. 21-cm signatures of Lyα coupling and LW feedback

As previously discussed, the idea of unusually large fluctuations in the abundance of early galaxies (§ 3.1) first made a major impact on studies of cosmic reionization (§ 6.1). The same idea was also key in opening up cosmic dawn, prior to reionization, to interferometric 21-cm
Figure 26: Expected reconstruction errors throughout cosmic reionization, from fitting models to mock data of the 21-cm power spectrum (with the expected errors of a first-generation experiment). The models are based on an analytical model [248, 249] that is in reasonable agreement [36] with numerical simulations of reionization. The x-axis shows the stage of reionization, i.e., the fraction of the IGM that has been reionized ($\bar{x}_i$). Models of varying degrees of flexibility are considered, with 2–6 free parameters (bottom to top in each set of curves). The input model of the mock universe sets the end of reionization (defined as 98% of the IGM being ionized) at $z = 6.5$, with galactic halos assumed to have a minimum circular velocity (Eq. 23) $V_c = 35$ km/s. A horizontal dashed line separates the two areas of the plot that show the expected relative error in the intensity-weighted mean mass of galactic halos (top) and the absolute error in the ionized fraction (bottom). Dots on the horizontal line show the values of $\bar{x}_i$ corresponding to the 19 assumed observed redshifts (in the range $z = 6.5 – 12$). From [36].
Figure 27: The recovered constraints from 21CMMC on various reionization model parameters from combining three independent (z = 8, 9 and 10) 1000 hr observations of the 21 cm power spectrum. Three different telescope arrays are compared: the current LOFAR (turquoise), and the future HERA (red) and SKA phase 1 (blue). Across the diagonal panels, the 1D marginalized PDFs are shown for the recovered reionization parameters [the ionizing efficiency $\zeta_0$, showing the corresponding escape fraction of ionizing photons $f_{\text{esc}}$ on the top; $R_{\text{mfp}}$, the mean free path of ionizing photons within ionized regions; and $\log_{10}(T_{\text{vir}}^\text{Feed})$, where $T_{\text{vir}}^\text{Feed}$ is the minimum virial temperature of star-forming halos], with the input model parameter value indicated by a vertical dashed line. In the three panels below the diagonal, 2D joint marginalized likelihood contours are shown for various pairs out of the three reionization parameters. The 1$\sigma$ (thick) and 2$\sigma$ (thin) contours are shown, with crosses marking the input parameter values. From [250].
observations, by launching the study of fluctuations in the intensity of early cosmic radiation fields. The fact that fluctuations in the galaxy number density cause fluctuations even in the intensity of long-range radiation was first shown, specifically for the Lyα radiation background, by Barkana & Loeb (2005) [28]. The spin temperature of hydrogen atoms in the IGM is coupled to the gas temperature indirectly through the Wouthuysen-Field effect [18, 19], which involves the absorption of Lyα photons (§ 4). While it had been previously known [11, 120] that this Lyα coupling likely occurred in the IGM due to Lyα photons emitted by early stars at z ~ 20–30, this radiation background had been assumed to be uniform. This intuition was based on the fact that each atom sees Lyα radiation from sources as far away as ~ 300 Mpc. However, it turns out that relatively large, potentially observable, 21-cm fluctuations are generated during the era of initial Lyα coupling, for two reasons: fluctuations in the number density of the (highly biased) early galaxies are significant even on scales of order 100 Mpc, and also a significant fraction of the Lyα flux received by each atom comes from sources at smaller distances. Since relatively few galaxies contribute most of the flux seen at any given point, Poisson fluctuations can be significant as well, producing correlated 21-cm fluctuations (since a single galaxy contributes Lyα flux to many surrounding points in the IGM). If observed, the Lyα fluctuation signal would not only constitute the first detection of these early galaxies, but the shape and amplitude of the resulting 21-cm power spectrum would also probe their average properties [28] (Figure 28).

This discovery of Lyα fluctuations has led to a variety of follow-up work, including more precise analyses of the atomic cascades of Lyman series photons [123, 251]. Also, a significant boost is predicted in the 21-cm power spectrum from Lyα fluctuations due to the repeated scattering of the photons from stars on their way to the hydrogen atoms, out in the wing of the Lyα line [252, 253, 254] (Figure 29). The repeated scatterings mean that the Lyα photons do not reach as far (in the fixed time until they redshift into – and then out of – the line), which decreases the overall large-scale smoothing and thus increases the predicted level of 21-cm fluctuations. Moreover, the increased sensitivity to Lyα photons from short distances makes the overall 21-cm power spectrum sensitive to the sizes of H II regions at this very early stage in reionization (Figure 29). Note that in addition to direct stellar emission, Lyα photons are also produced in the IGM from X-ray ionization; however, despite early overestimates [29], the contribution of these Lyα photons in typical models is ~ 1% compared to stellar Lyα photons [214].

As discussed in § 6.2, LW feedback is an important feedback effect on early galaxies, as it dissociates molecular hydrogen and eventually ends star formation driven by molecular cooling [20]. Thus, it affects 21-cm fluctuations indirectly by changing the amount and distribution of star formation [213]. The effect becomes particularly striking once the baryon - dark matter streaming velocity (§ 5) is included. Assuming that star formation is dominated by $10^6 M_\odot$ halos at very high redshift, the streaming velocity strongly affects them and produces a distinctive BAO signature in the 21-cm fluctuations (§ 7.3). Since LW feedback affects star formation in precisely the same halos that are affected by the streaming velocity, the effectiveness of the feedback has a major effect on 21-cm observations [155] (Figure 30). This is particularly important since there is a substantial uncertainty in the strength of LW feedback on early star formation (although this subject has been explored somewhat with numerical simulations: § 6.2); thus, the prospect that 21-cm observations over a range of redshifts will detect the time evolution of the LW feedback is quite interesting.

7.3. Large 21-cm fluctuations from early cosmic heating

As discussed in detail in § 6.3, until recently it was expected that the universe had been pre-heated well before cosmic reionization. This early heating was thought to be likely due to the
Figure 28: Power spectra of 21-cm brightness fluctuations (in mK units) from Lyα fluctuations, plotted versus (comoving) wavenumber. Shown are two components of the power spectrum that in principle can be separated (in the limit of linear perturbations) based on the line-of-sight anisotropy of the 21-cm fluctuations [13] (§ 4.3): $P_\mu^2$ (top panel) contains contributions directly from density fluctuations and from the density-induced fluctuations in galaxy density and therefore in Lyα flux, and $P_{un,\delta}$ (bottom panel) is due to Lyα fluctuations from Poisson fluctuations in galaxy numbers. These results are for galaxies formed via atomic cooling in halos at $z = 20$, with a star formation efficiency set to produce the Lyα coupling transition at this redshift. They also assume linear fluctuations, and that the IGM gas cooled adiabatically down to this redshift. Each set of solid curves includes, from bottom to top at $k = 0.1 \text{ Mpc}^{-1}$, stellar radiation emitted up to Lyβ, Lyδ, or full Lyman-band emission, all assuming Pop III stars. Note that the results shown here from the first such prediction [28] were later updated (Figure 29).
Figure 29: 21-cm power spectrum $P$ (in terms of the brightness temperature fluctuation at wavenumber $k$) as a function of $k$. Shown are two components of the power spectrum that in principle can be separated (in the limit of linear perturbations) based on the line-of-sight anisotropy of the 21-cm fluctuations [13] ($\S$ 4.3): $P_{\text{flux-\delta}}$ (top panels) contains the contribution of density-induced Ly$\alpha$ fluctuations and $P_{\text{un-\delta}}$ (bottom panels) is due to Ly$\alpha$ fluctuations from Poisson fluctuations in galaxy numbers. Compared here are the earlier result from [28] (including the correction from [123, 251]) (short-dashed curves), the result corrected to use the precise density and temperature power spectra from [70] (long-dashed curves), and from [254] the same calculation with a cutoff due to individual H II regions around galaxies (solid curves, the lower of each pair), and the full calculation (higher solid curve of each pair) which also includes the redistribution of photons due to scattering in the wing of the Ly$\alpha$ line. Two possible examples are shown for galactic halos, where their minimum circular velocity is assumed to be $V_c = 16.5$ km/s (left panels, corresponding to atomic cooling) or $V_c = 35.5$ km/s (right panels, an example of a case where internal feedback makes lower-mass halos inefficient at star formation). Negative portions are shown dotted in absolute value. Note that these results assume the simple case of a fixed H II region size around all galaxies; more realistically, the small-scale ringing seen in this Figure may be smoothed out by a scatter in H II region sizes, but the overall shape and the peak of each curve are more robust predictions. From [254].
Figure 30: Power spectra of the 21-cm brightness temperature for various strengths of LW feedback: no feedback (red), relatively weak feedback (blue), relatively strong feedback (green) and saturated feedback (i.e., no $H_2$ molecules; black); each case is shown either with (solid) or without (dashed) the streaming velocity. The weak and strong feedback cases roughly bracket current uncertainties, although recent simulations [219] give some support to the strong case. The results in each case are shown at a time of particularly strong heating fluctuations, a $\Delta z = 3$ earlier (i.e., higher $z$) than the moment when the cosmic mean 21-cm temperature is zero. The streaming velocity increases and flattens the large-scale power spectrum, and strengthens the BAOs (e.g., at the large-scale peak at $k = 0.05$ Mpc$^{-1}$); this effect (which is wiped out in the limiting case of saturated feedback) is partially suppressed by the LW feedback. This Figure from [155] assumed the case of early cosmic heating by a soft X-ray spectrum (§ 7.3); in the more likely case of late heating by a hard X-ray spectrum (§ 7.4), the combined effect of LW feedback and the streaming velocity would be more difficult to observe with heating fluctuations, but would still be observable during the somewhat earlier era of Ly$\alpha$ fluctuations.
high heating efficiency of the soft X-ray spectrum that had been assumed in calculations of cosmic heating. Soft X-rays are absorbed in the neutral IGM over relatively short distances, making heating a local phenomenon that can potentially give rise to large temperature fluctuations in the early IGM. Indeed, when combined with the idea of unusually large fluctuations in the abundance of early galaxies (§ 3.1), the expectation of large-scale fluctuations in ionization (§ 6.1) and in the Lyα radiation background (§ 7.2) can be extended to the X-ray background. The first calculation of heating due to an inhomogeneous X-ray background, by Pritchard & Furlanetto (2007) [29], applied to X-rays a similar method as in the Lyα case [28]; integrating the heating over time to find the distribution of gas temperatures, the result was the prediction of another era of detectably large 21-cm fluctuations (Figure 31).

As discussed in § 3.2, while numerical simulations are the best, most accurate method for studying early galaxy formation on small scales, they are unable to simultaneously cover large volumes. Simulations that successfully resolve the tiny mini-galaxies that dominated star formation at early times are limited to ~ 1 Mpc volumes, and cannot explore the large cosmological scales that might be accessible to 21-cm observations (which are currently limited to low resolution). On the other hand, analytical calculations are limited to linear (plus sometimes weakly non-linear) scales, and thus cannot directly probe the non-linear astrophysics of halo and star formation. Even if the results of simulations are incorporated within them, analytical approaches assume small fluctuations and linear bias (see the end of section 2.3), assumptions that break down in the current context, where the stellar density varies by orders of magnitude on scales of a few Mpc. Even on 100 Mpc scales, fluctuations in the gas temperature are as large as order unity (see below). Thus, linear, analytical calculations can only yield rough estimates, even for large-scale fluctuations.

As a result of these considerations, perhaps the best current method to generate observable 21-cm predictions from the era of early galaxies is with a hybrid, semi-numerical code that combines linear theory and full calculations on large scales with analytical models and the results of numerical simulations on small scales. Such methods have been compared with numerical simulations of reionization [180, 181], and have also been used to predict the effect of the streaming velocity on high-redshift galaxy formation [45, 143]. Figure 32 shows a prediction of the 21-cm signatures of X-ray heating made with the semi-numerical code 21CMFAST [234]. The light-cone slices show the progression through cosmic 21-cm history: collisional decoupling during the dark ages (black, far-right region), Lyα coupling (black to yellow transition), X-ray heating (yellow to blue), and reionization (blue to black).

In the case of soft X-ray heating sources, heating fluctuations are the largest, most promising source of pre-reionization 21-cm fluctuations, but even in this case there remains a large uncertainty in predicting the signal. The redshift at which this signal peaks depends on the overall efficiency of X-ray production, with higher efficiency leading to an earlier cosmic heating era. This uncertainty is not too problematic since planned observations will cover a wide redshift range and find the signal if it is there. Given the correct redshift, the strength of the signal still depends on the typical mass of the galactic halos that hosted these sources. The more massive the halos, the more highly biased (clustered) they are expected to have been, thus producing a larger 21-cm fluctuation signal. However, the baryon - dark matter streaming velocity (§ 5) greatly cuts down this uncertainty, as it boosts the expected signal from low-mass halos nearly to the same level as that from high-mass halos. Observational predictions that include the streaming velocity were achieved with a semi-numerical method [255].

This approach built upon previous semi-numerical methods used for high-redshift galaxy formation [45, 143, 91]. It used the known statistical properties of the initial density and ve-
Figure 31: Power spectra of 21-cm brightness fluctuations from temperature fluctuations during cosmic X-ray heating [29]. Shown are the total isotropically-averaged fluctuation (top panel) and the main anisotropic term $P_{\mu}^2$ (bottom panel) from the line-of-sight anisotropy of the 21-cm fluctuations [13] (§ 4.3). These quantities are shown at a wavenumber $k = 0.1$ Mpc$^{-1}$, including the effects of heating fluctuations only (dotted curves), Ly$\alpha$ fluctuations only (dashed curves), or both (solid curves). Two models are shown, one corresponding to Pop II stars (thick curves) and the other to Pop III stars (thin curves). Note that this Figure from [29] assumed linear fluctuations, early heating by a soft spectrum of X-ray sources, and did not include the boost in the Ly$\alpha$ fluctuations by a factor of $\sim 1.5$ (Figure 29) from multiple scattering.
Figure 32: Slices through the predicted 21 cm signal for models calculated with the semi-numerical code 21CMFAST. The slices show the evolution of the 21-cm brightness temperature with distance along the light cone, with the redshift indicated on the x-axis, and the y-axis showing spatial structure at each redshift. In the model name, T indicates the minimum assumed virial temperature of galactic halos ($10^4$ K corresponds to atomic cooling), fuv and fx parameterize the ionizing and X-ray efficiency, respectively, and the final number indicates the mean X-ray photon energy ("1 keV" indicates a soft power-law starting at 0.3 keV, with a mean photon energy of 0.9 keV; these quantities are 3 times larger for the "3 keV" case). These models assume heating via soft X-rays, except for the extreme (bottom-most) model in which very intense X-rays dominate reionization (not just heating). From [234].
locity perturbations to generate a realistic sample universe on large, linear scales. This was followed by a calculation of the stellar content of each pixel on the grid using a model [9] previously developed to describe the streaming velocity effect on galaxy formation; this includes analytical models as well as fits to the results of small-scale numerical simulations. Like other semi-numerical codes, it assumed standard initial perturbations (e.g., from a period of inflation), where the density and velocity components are Gaussian random fields.

Velocities are coherent on larger scales than the density, due to the extra factor of $1/k$ in the velocity from the continuity equation that relates the two fields. This is clearly apparent in the example shown in Figure 33 of a thin slice of a simulated volume. The density field fluctuates on relatively small scales, while the velocity field shows a larger-scale cosmic web, with coherent structure on scales of order 100 Mpc. This means that the largest scales will be dominated by the pattern due to the velocity effect, as long as the streaming velocity significantly affects star formation.

The resulting distribution of stellar density at $z = 20$ is also shown in Figure 33. Note the large biasing (i.e., amplification of fluctuations) of the stars: density fluctuations ranging up to $\pm 50\%$ yield (without including the streaming velocity) a field of stellar density that varies by over a factor of 20 (when both fields are smoothed on a 3 Mpc scale). The velocity effect produces a more prominent cosmic web on large scales, marked by large coherent regions that have a low density of stars, separated by ribbons or filaments of high star formation. The effect is much more striking at higher redshifts (Figure 34), and it thus substantially alters the feedback environment of the very first generations of stars. The various types of radiation that produce feedback spread out to a considerable distance from each source, but this distance is typically not as large as the span of the velocity-induced features. This means that regions of low velocity (and thus high star formation) experience radiative feedback substantially earlier than regions of high velocity (low star formation). Thus, the substantial effect of the velocities on early star formation makes early feedback much more inhomogeneous than previously thought.

Observationally, these degree-scale fluctuations affect various cosmic radiation backgrounds, and in particular the history of 21-cm emission and absorption. As noted above, in the presence of soft X-ray heating sources, the heating fluctuations produce the largest pre-reionization 21-cm fluctuations, typically from sometime after the Ly$\alpha$ coupling has mostly saturated. As for the LW flux, here we consider the case of negligible LW feedback (as was assumed in Figures 33 and 34), but below we bracket the effect of the LW flux by also considering the opposite limiting case where the LW transition has already saturated (i.e., completely destroyed hydrogen molecules); the effect of various strengths of LW feedback was discussed in more detail in § 7.2.

Figure 35 shows the gas temperature distribution at $z = 20$, assumed to be at the heating transition, i.e., when the mean H I gas temperature was equal to that of the CMB. Regions where the gas moved rapidly with respect to the dark matter (dark red regions, top right panel of Figure 33) produced fewer stars (dark blue regions, bottom right panel of Figure 33) and thus a lower X-ray intensity, leaving large regions with gas that is still colder than the CMB by a factor of several (dark blue regions, top right panel of Figure 35). The spatial reach of X-rays results in a gas temperature distribution that is smoother than the distribution of stars, and this brings out the effect of large-scale fluctuations and thus highlights the contrast between the effect of density and velocity fluctuations.

During the heating transition (§ 6.3), the 21-cm brightness temperature (shown in the bottom panels of Figure 35) mainly measures the gas (kinetic) temperature $T_K$, although it is also proportional to the gas density (and to the square root of $1 + z$). The form of the dependence, $T_b \propto 1 - T_{\text{CMB}}/T_K$, makes the 21-cm intensity more sensitive to cold gas than to hot gas (relative
Figure 33: Effect of the streaming velocity on the number density of stars at redshift 20. The large-scale density (top left panel) and velocity (top right panel) fields are shown on the top. For the density field, the fractional perturbation relative to the mean is shown, at $z = 20$; for the velocity field, the magnitude of the relative motion in units of the root-mean-square value is shown (the map is independent of redshift in these relative units). For the same slice, the traditional calculation (lower left panel), which includes the effect of density only, is compared to the new prediction (lower right panel), which includes the effect of the same density field plus that of the streaming velocity. The colors in the bottom panels correspond to the logarithm (base 10) of the gas fraction in units of its cosmic mean value in each case. The panels all show a 3 Mpc thick slice (the pixel size of the grid in the semi-numerical code) from a simulated volume 384 Mpc on a side (based on [255], but taken from a different box from the one shown in the Figures in [255], i.e., for a different set of random initial conditions).
to the CMB temperature). Thus, the large voids in star formation produced by a high streaming velocity lead to prominent 21-cm absorption (dark blue regions, bottom right panel of Figure 35) seen on top of the pattern from the effect of density fluctuations. These deep 21-cm cold spots are a major observable signature of the effect of the streaming velocity on early galaxies.

While Figure 35 illustrates the detailed pattern that the streaming velocity imprints on the 21-cm intensity distribution, upcoming experiments are expected to yield noisy maps that likely must be analyzed statistically. Figure 36 shows the predicted effect on the power spectrum of the fluctuations in 21-cm intensity [255]. The velocities enhance large-scale fluctuations (blue solid curve compared with red dotted), leading to a flatter power spectrum with prominent baryon acoustic oscillations (reflecting the BAO signature in Figure 14). The signal is potentially observable with a redshift 20 version of current instruments (green dashed curve). If there is complete LW feedback (solid purple curve), then the small galaxies that rely on molecular-hydrogen cooling are unable to form; the larger galaxies that dominate in that case are almost unaffected by the streaming velocity, so the 21-cm power spectrum reverts to the density-dominated shape (compare the solid purple and red dotted curves), but it becomes even higher since more massive galactic halos are even more strongly biased.

Thus, regardless of the strength of the LW feedback (or other negative feedback effects on small galaxies), the 21-cm power spectrum at the peak of the heating transition should feature large fluctuations on observable scales. Beyond just detection of the signal, only a mild additional accuracy is necessary in order to determine whether feedback has suppressed star formation in the smallest halos. If it has not, then the velocity effect produces strong BAOs on top of a flattened power spectrum, in particular raising it by a factor of 4 on large scales \( (k = 0.05 \text{ Mpc}^{-1}, \text{wavelength} 130 \text{ Mpc}, \text{observed angle} \frac{2}{3} \text{ of a degree}) \) where the experimental sensitivity is optimal. If this characteristic shape is observed it would confirm that million mass halos dominated galaxy formation at this early epoch.

While Figure 36 considers a single redshift, similar observations over the full \( \Delta z \sim 6 \) redshift range of significant heating fluctuations could actually detect the slow advance of the LW feedback process, during which the power spectrum is predicted to continuously change shape.
Figure 35: Effect of the streaming velocity on the gas temperature $T_k$ and on the 21-cm brightness temperature $T_b$ at redshift 20. For the same slice as in Figure 33, we compare the traditional calculations (left-hand panels), which include the effect of density only, to the new predictions (right-hand panels), which include the effect of density and streaming velocity. The colors in the top panels correspond to the logarithm of the gas (kinetic) temperature in units of the CMB temperature at $z = 20$. The colors in the bottom panels correspond to the 21-cm brightness temperature in millikelvin units. Note that the observed wavelength of this 21-cm radiation is redshifted by the expansion of the universe to 4.4 meters (corresponding to a frequency of 68 MHz).
Figure 36: Signature of the streaming velocity in the 21-cm power spectrum, at the peak of the X-ray heating transition. The prediction is shown including the streaming velocity effect (blue solid curve) or with the effect of density only (red dotted curve), both for the case of a late LW transition for which the LW feedback is still negligible at the heating transition. These predictions are compared to the projected 1-σ telescope sensitivity (green dashed curve) based on a 1000-hour observation with an instrument like the Murchison Wide-field Array or the Low Frequency Array but designed to operate at 50–100 MHz [35], including an estimated degradation factor due to foreground removal [256]; this sensitivity is defined as the signal that would yield a measurement with a signal-to-noise ratio of unity in each k bin of size Δk = 0.5k averaged over an 8 MHz frequency band (where only thermal noise is included). Future experiments like the Square Kilometer Array should reach a better sensitivity by more than an order of magnitude [35]. To allow for the possibility of feedback, the prediction is also shown in the opposite limit of maximum feedback, i.e., an early LW transition that has already saturated (purple solid curve). In this plot, the heating transition has been fixed at z = 20 for easy comparison among the various cases. Error bars on the main prediction curve indicate the 1 − σ sample variance in one simulation box. From [255].
gradually steepening as the BAO signature weakens towards low redshift (see Figure 30 in § 7.2). This is all the case if the Universe was heated by soft X-rays. If it was heated by hard X-rays (see the next subsection), then the heating peak is largely erased, but similar effects of the streaming velocity are expected on the 21-cm signal during the $z \sim 25$ fluctuation peak from the Lyman-$\alpha$ coupling transition (§ 7.2).

7.4. Late heating and reionization

As discussed in § 6.3, it was recently realized that the hard X-ray spectrum characteristic of X-ray binaries, the most plausible source of early cosmic heating, is predicted to have produced a relatively late heating, possibly encroaching on the reionization era. The effect of this on the global 21-cm signal is discussed in § 7.5. Here we discuss the key consequences for 21-cm fluctuations.

A major effect of X-ray heating by a hard spectrum is the suppression of 21-cm fluctuations due to heating. Under the previously assumed soft spectra, the short typical distance traveled by the X-ray photons was found to produce large fluctuations in the gas temperature and thus in the 21-cm intensity around the time of the heating transition, regardless of when this transition occurred [29, 233, 255] (§ 7.3). However, the larger source distances associated with a hard spectrum lead to a much more uniform heating, with correspondingly low temperature fluctuations even around the time of the heating transition, when the 21-cm intensity is quite sensitive to the gas temperature. This trend is strengthened by late heating, as it occurs at a time when the heating sources are no longer as rare and strongly biased as they would be in the case of an earlier heating era. Thus, heating with a hard X-ray spectrum is predicted to produce a new signature in the 21-cm fluctuation signal: a deep minimum during reionization [92]. This results from the low level of gas temperature fluctuations in combination with a suppression of the 21-cm impact of other types of fluctuations (i.e., in density and ionization); in particular, right at the heating transition, the cosmic mean 21-cm intensity is (very nearly) zero, and thus all fluctuations other than those in the gas temperature disappear (to linear order) from the 21-cm sky.

This effect is visually apparent in simulated maps (Figure 37). In upcoming observations, it is likely to be apparent in the measured 21-cm power spectrum (Figure 38). Depending on the parameters, the deep minimum (reaching below 1 mK) may occur at any time during reionization, but is likely to occur before its mid-point. Previously, the fluctuation signal was expected to lie within a narrow, well-defined range, allowing for a relatively straightforward interpretation of the data in terms of the progress of reionization; the possibility of a hard X-ray spectrum, however, introduces a variety of possibilities, making it likely that modeling of the 21-cm data will involve an analysis of the interplay of heating and reionization.

If a sufficient sensitivity level can be achieved, a low minimum in the 21-cm power spectrum during reionization would be a clear signature of late heating due to a hard X-ray spectrum. Indeed, a clear observational indication that this feature corresponds to a cosmic milestone is that the minima at all $k > 0.5 \text{ Mpc}^{-1}$ should occur at essentially the same redshift (namely the true redshift of the heating transition); lower wavenumbers correspond to larger scales than the typical X-ray mean free path, leading to a more complicated evolution and to minima delayed to lower redshifts (see also Figure 41). More generally, observations of the 21-cm power spectrum over a broad range of wavenumbers will clearly probe the X-ray spectrum of the sources of cosmic heating [92, 257, 258, 130].

Beyond reionization, heating by high-energy X-rays removes the previously expected signal from an early heating transition (§ 7.3) at $z \sim 15 - 20$, but leaves in place the similar $z \sim 20 - 25$ signal from the Lyman-$\alpha$ coupling transition that is likely detectable with the Square
Figure 37: Example of a predicted 21-cm map from a semi-numerical code, at $z = 12.1$, comparing the case of heating sources with a hard X-ray spectrum (right panel) and the previously-assumed soft spectrum (left panel), shown on a common scale. For the hard spectrum, this redshift corresponds to the cosmic heating transition. In this comparison, both cases have the same underlying distribution of star formation at a given redshift, so they have the same ionized patches (at an early stage of reionization, when 14% of the IGM has been reionized) and a similar distribution pattern of gas temperature and of 21-cm temperature. However, the difference is visually striking, in that the map for the hard spectrum is strongly suppressed in terms of both the typical value of $T_b$ and the typical size of its fluctuations. From [258].

Kilometre Array (§ 7.2); actually, in this case the Ly$\alpha$ peak is stronger and more extended in redshift, since it is not cut off by early heating as in the case of soft X-rays [258]. It could also affect other observations of high-redshift galaxies. For example, since late heating implies weak photoheating feedback during the cosmic heating era, low-mass halos may continue to produce copious stars in each region right up to its local reionization; note though that internal feedback (arising from supernovae or mini-quasars) could still limit star formation in small halos.

7.5. The global 21-cm spectrum

This section thus far has focused on 21-cm fluctuations, and in particular the 21-cm power spectrum. The power spectrum encodes a lot of information about the various sources of 21-cm fluctuations, and it is a rich dataset consisting of an entire function of wavenumber at each redshift, or potentially even much more than that due to the line-of-sight anisotropy (§ 4.3). This information can hopefully be extracted from data obtained with radio interferometers, after dealing with the expected thermal noise and sample variance, foreground residuals, and artifacts of the imperfectly-known responses of the radio antennae and receivers.

A very different approach is to measure the total sky spectrum and detect the redshift evolution of the global, cosmic mean 21-cm intensity. A global experiment requires a simple, relatively cheap setup (an all-sky antenna) compared to the fluctuation experiments, and the total sky naturally yields a higher signal-to-noise ratio and a spectrally smoother foreground than found in small patches (which are the basic units of the fluctuation experiments). In order to make success more likely, observations can focus on constraining sharp frequency features, without attempting to measure the absolute cosmological 21-cm emission level (which is much harder). During reionization, there should be a decrease in the global 21-cm emission due to the overall disappearance of atomic hydrogen (§ 6.1). This global step, while not sudden, is still expected to be fairly sharp in frequency. At higher redshifts, a sharp decrease towards negative brightness temperature should occur due to the rise of the first stars as a result of Ly$\alpha$ coupling of the cold
Figure 38: The fluctuation level of the 21-cm brightness temperature is shown versus the ionized (mass) fraction of the universe $x_i$ (starting on the right from $z = 15$). We compare results obtained with a hard X-ray binary spectrum [228] (solid curves) to those with the previously-adopted soft spectrum (dashed curves), and show the commonly-assumed saturated heating case for reference (black dotted curves). The curves show various cases, in order to give a reasonable idea of the range of parameter space given current uncertainties. Thus, the best guess for the X-ray efficiency (green curves) is shown along with an efficiency lower (red curves) or higher (blue curves) by a factor of $\sqrt{10}$, each with either early or late reionization (given current uncertainties about its timing: see § 6.1). The fluctuation is shown at a wavenumber $k = 0.1 \text{ Mpc}^{-1}$ (top panels) or $k = 0.5 \text{ Mpc}^{-1}$ (bottom panels), for two possible cases of galactic halos, either a minimum halo mass set by atomic cooling (left panels) or halos that are ten times more massive (right panels). The lower $k$ value roughly tracks large-scale fluctuations (heating early on, and ionized bubbles later), while the higher $k$ value corresponds to a smaller scale (though one that can still be measured accurately with current experiments) and thus tracks more closely the evolution of density fluctuations. To illustrate the effect of the X-ray spectrum on the results, consider the fluctuation level at $k = 0.5 \text{ Mpc}^{-1}$ at the mid-point of reionization (i.e., $x_i = 0.5$); the parameter space explored here gives a possible range of 3.6–4.9 mK for the soft spectrum, while the hard spectrum gives a much broader range of 0.3–4.4 mK. Note also that the latter values are typically much lower than the often-assumed limit of saturated heating (which gives a corresponding range of 4.1–5.1 mK). From [92].
IGM (§ 6.2), followed by a sharp rise up to positive values due to cosmic heating (§ 6.3). Thus, a detection of the global signal would trace the overall cosmic history of the first stars through their effect on 21-cm emission (Figure 39). Maximum-likelihood analyses of data fitting show that global 21-cm measurements during cosmic reionization should be able to detect a wide range of realistic models and measure the main features of the reionization history while constraining the key properties of the ionizing sources; this is true in analyses (that assumed the saturated heating limit) using a flexible toy model [42] or a ΛCDM-based model [43], though the results are rather sensitive to assumptions on just how difficult it will be to remove the effect of the foregrounds.

The late heating (§ 6.3 and § 7.4) expected due to the hard spectrum of X-ray binaries has a particularly important effect on the global 21-cm signal. The effect of late heating is to give the cosmic gas more time to cool adiabatically to well below the CMB temperature, thus producing mean 21-cm absorption that reaches a maximum depth in the range \(-110\) to \(-180\) mK at \(z \sim 15–19\) (Figure 40). This may make it easier for experiments to detect the global 21-cm spectrum from before reionization and thus probe the corresponding early galaxies. Global experiments are most sensitive to the frequency derivative of the 21-cm brightness temperature; late heating extends the steep portion of the spectrum to higher frequencies, moving the maximum positive derivative to \(\sim 10\%\) higher frequency (where the foregrounds are significantly weaker) while also changing the value of this maximum derivative by \(\pm 10\%\). On the other hand, at lower redshift, late heating significantly suppresses the global step from reionization, which suggests that global 21-cm experiments should focus instead on the earlier eras of Ly\(\alpha\) coupling and
8. Summary and Conclusions

The study of the first stars, galaxies, and black holes, and their effect on the 21-cm sky, is entering a critical stage. While this subject has been developing theoretically for several decades, including a great acceleration in recent years, observationally this field is in its infancy. Thus, we are about to experience that pinnacle of excitement that comes with the first clash of a scientific theory with experimental data. In such a collision of theoretical expectations with reality, there are several possible outcomes. The predictions can be perfectly verified, an outcome that makes the successful theorists gleeful and proud, but at the same time is extremely boring. At the other extreme, the predictions can fail completely, making the theorists a laughing-stock, but revealing previously unexpected cosmic events, which makes this possibility the most exciting one. Neither of these extreme possibilities is expected in the case of 21-cm cosmology. The sheer magnitude of the uncertainty about high-redshift astrophysics makes the first possibility unlikely, even in the absence of exotic cosmic events such as dark matter decay. On the other hand, complete failure is made unlikely by the fact that the theory is grounded in solid atomic physics as well as models of galaxy formation that are significantly constrained by observations of the current Universe, at one end, and the CMB at the other (initial condition) end. Thus, the most likely outcome is an intermediate one, where the overall framework of theoretical expectations will be confirmed, but with some, hopefully interesting and significant, surprises, such as an unexpected, new class of astrophysical sources (which will be noticed if it dominated one of the types of radiation that drove the 21-cm emission). Regardless of the precise outcome, it is likely that once a clear detection of the 21-cm signal from early cosmic history is achieved, the field will get a big boost, analogous to the development of CMB observations and theory after the first detection of CMB temperature fluctuations by the COBE satellite. This breakthrough moment for 21-cm cosmology will hopefully occur within the next few years, and will be followed up with confirmations and more detailed measurements soon afterwards.
A great wealth of data is potentially available in 21-cm cosmology (§ 6 and § 7). Even just the isotropically-averaged 21-cm power spectrum, measured as a function of wavenumber and redshift, is a rich data set that probes many details of the various cosmological and astrophysical sources of 21-cm fluctuations (see Figure 41). A number of cosmic events leave clear signatures in the power spectrum, but the redshifts of the associated features (such as the peaks) vary with scale, since several different sources of 21-cm fluctuations contribute at any given time, and these sources vary differently with scale. In the model shown in Figure 41, for which reionization ends at $z \sim 7$, the reionization peak of fluctuations occurs in the range $z = 7.5 - 9$ depending on wavenumber. While the uncertainties are still large, it now seems that the IGM was most likely heated by X-ray sources with a hard spectrum (§ 6.3 and § 7.4), a possibility not considered until recently; in this case, the cosmic heating transition produces a clear minimum on small scales, but a weak heating peak remains on the largest scales that are larger than the typical distance traveled even by hard X-rays. Continuing with Figure 41, the Ly$\alpha$ peak occurs in this example at $z = 18 - 20$, and (generally in the case of late heating) it is both the strongest and highest-redshift signal from the first stars (In the case of a soft X-ray spectrum, the heating peak is somewhat higher than the Ly$\alpha$ peak [258]). We note that additional theoretical uncertainties result from the complexity of the astrophysics during early times, including substantial transitions in the basic character of star formation expected due to various types of stellar feedback such as supernova outflows, LW radiation, and metal enrichment. The dark ages, during which 21-cm emission is not significantly affected by astrophysical sources and becomes a purely cosmological probe, begin at $z > 30$; at this point the predicted fluctuation signal is quite low, and since the galactic foreground increases rapidly with redshift (with the brightness temperature of the sky $\propto (1 + z)^{2.6}$ [88]), observations of this era lie in the somewhat distant future.

Actually measuring a data set like that shown in Figure 41 would obviously constitute an amazing advance in our understanding of cosmic history. However, it is important to also look for robust, model-independent signatures that can convincingly confirm and complement the results obtained from fitting parameterized models to the (angle-averaged) 21-cm power spectrum. This is particularly needed in a field looking to probe a new, unexplored regime of cosmic history. Luckily, the field of 21-cm cosmology has indeed emerged as a very rich one. For example, the line-of-sight anisotropy of the power spectrum (§ 4.3) is potentially an immensely important source of additional information, and it has only begun to be explored. It can provide a number of model-independent probes of early galaxies that would complement inferences made based on the angle-averaged power spectrum. In particular, the dominant $\mu^2$ term of the anisotropy acts as a cosmic clock, its sign changing as it tracks various cosmic milestones; for instance, measuring it to be negative during reionization would directly confirm the inside-out topology of this transition (i.e., where overdense regions reionize first). Another example of a possible model-independent signature is the streaming velocity with its associated strong BAO features.

In addition, the global 21-cm spectrum (§ 7.5) is a wonderfully complementary probe of the same cosmic history. One way to express this is that the 21-cm fluctuations can be written as a product of the mean intensity and its relative fluctuations, and information on the global spectrum helps to separate these two quantities and thus break a degeneracy.

In this review we have focused on the 21-cm power spectrum (including its angular anisotropy). There are good reasons for this, even though it is not an open and shut case as in CMB studies, where the power spectrum carries the most important cosmological information in the signal (which is thought to reflect the underlying Gaussian random field of primordial perturbations). In general, there are two different modes for studying galaxies: The collective (galaxy clustering) and the individual (studying individual galaxies). 21-cm cosmology during cosmic dawn
Figure 41: A summary view of the rich complexity of even just the isotropically-averaged 21-cm power spectrum, shown via the evolution with redshift of the squared 21-cm fluctuation at various wavenumbers. Going from small to large scales, shown are $k = 1 \text{ Mpc}^{-1}$ (red), $k = 0.5 \text{ Mpc}^{-1}$ (magenta), $k = 0.3 \text{ Mpc}^{-1}$ (green), $k = 0.1 \text{ Mpc}^{-1}$ (blue), $k = 0.05 \text{ Mpc}^{-1}$ (cyan), and $k = 0.03 \text{ Mpc}^{-1}$ (black). The particular model shown here assumes cosmic heating by a hard X-ray spectrum ($\S$ 6.3 and $\S$ 7.4), and that stars form in all halos in which the gas can cool via atomic cooling. Also shown is the approximate observational thermal noise power spectrum expected for the SKA phase 1 and phase 2 (at $k = 0.1 \text{ Mpc}^{-1}$) [140]. From [258], with added labels and observational sensitivities.
and the EOR will be dominated by the collective regime. The 21-cm fluctuations will be dominated by various radiation fields, and the intensity of those fields at any point will be made up of the contributions of many individual sources, except perhaps in a few rare regions. Thus, the structures that will be seen will be a collective effect, and thus mainly dependent on the clustering of sources. The power spectrum naturally measures this clustering. More specifically, the distribution of sources throughout this era is driven by the underlying density distribution of matter (except for the additional effect of the streaming velocity). This density distribution is determined by the power spectrum, and for linear fluctuations, the 21-cm map is also determined by its power spectrum (which is the underlying power spectrum times a window function, corresponding to a convolution in real space that accounts for the spatial redistribution of photons of the various relevant frequency regimes). It is true that there are some non-linear distortions along the way, but still, on the (relatively large) scales resolvable by upcoming radio arrays, the power spectrum should capture most of the information available in a full image. Indeed, as described throughout this review, the 21-cm power spectrum can be used to reconstruct the most interesting astrophysical information that we desire: at what redshifts Lyα coupling, cosmic heating, and reionization occurred, how fast they progressed, which galactic halos dominated each era, and what the spectrum was of the sources (e.g., the X-ray spectrum in the case of X-ray heating). The most non-linear process is reionization (with its sharp edges in the expected scenario that is dominated by UV photons), but the non-Gaussianity of the ionization field only reflects the rapid absorption of ionizing photons, and may not probe much interesting physics beyond that. Also, in the near future the power spectrum is likely to be the main available observable from the least explored, and thus most exciting, high-redshift regime of the pre-EOR cosmic dawn; imaging from such an early time will be difficult even for the SKA.

That said, the non-Gaussianity of 21-cm fluctuations [259] does make other statistics beyond the power spectrum interesting, including the bispectrum [37, 260], the 21-cm PDF (probability distribution function, i.e., histogram of values of the 21-cm brightness temperature) [38, 39, 178, 40, 261, 262], and the difference PDF (i.e., histogram of $T_b$ differences between pixel pairs) [263, 264]; some of the additional information available in the PDF can be captured by its skewness [265, 266]. Also, while in this review we have focused heavily on the emerging field of 21-cm cosmology, other cosmological probes are making rapid advances and should explore complementary aspects of high-redshift galaxies. The James Webb Space Telescope (JWST; http://www.jwst.nasa.gov/) should discover at least the largest galaxies at early times, as well as rare bright objects (such as supernovae or gamma-ray bursts) in more typical galaxies. The planned generation of larger ground-based optical/IR telescopes, including the Thirty Meter Telescope (TMT; http://www.tmt.org/), the Giant Magellan Telescope (GMT; http://www.gmto.org/), and the European Extremely Large Telescope (E-ELT; http://www.eso.org/public/teles-instr/e-elt/) should give us detailed, spectroscopic information on some of these objects and their surrounding IGM. Imaging the 21-cm sky, as planned for the SKA, will be very interesting around particular bright objects. In another area, the CMB, in addition to its further development as a cosmological probe, may allow the detection of the small-scale signature of CMB scattering by the ionized bubbles during cosmic reionization [172, 173, 174, 267].

We have also discussed in this review the complementary interaction in this field between numerical simulations, analytical (or semi-analytical) models, and semi-numerical methods. Each method has its advantages and disadvantages, and in particular it is important not to overlook the limitations of numerical simulations (§ 3.2).

Another highlight of this work is in pointing out how the idea of unusually large fluctuations in the number density of high-redshift galaxies (§ 3.1) is a common thread that has driven the
whole topic of 21-cm fluctuations, from the understanding of the character of reionization (§ 6.1) to the first predictions of large-scale 21-cm fluctuations from the inhomogeneous Lyα (§ 7.2) and X-ray (§ 7.3) backgrounds. It has recently been joined by an exciting new source of large-scale fluctuations, the supersonic streaming velocity (§ 5). This new source comes with a strong signature of baryon acoustic oscillations, making it a potential tool for identifying the presence of tiny, million solar mass halos at very early times. The streaming velocity certainly had a major effect on the first generation of stars, and it may also have had a great significance at redshifts that are observable with 21-cm experiments (§ 7.3), though this depends on just how efficiently such small halos were able to form stars. We have also highlighted a different issue, one of basic 21-cm physics: we have helped clarify the literature regarding the low-temperature corrections to the basic expressions of 21-cm cosmology (§ 4.2).

In this review we have focused on the astrophysical era of 21-cm cosmology that is accessible to upcoming experiments. However, it is also important to keep in mind the great long-term promise of the development of 21-cm cosmology. When 21-cm measurements reach small spatial scales, this will open up a variety of new probes and applications, especially in the dark ages during which 21-cm cosmology will be a clean cosmological probe. For example, 21-cm fluctuations should be present down to much smaller scales than CMB fluctuations (which are cut off by the combination of Silk damping and the width of the surface of last scattering). This implies a far greater potential sensitivity of 21-cm measurements to a small primordial non-Gaussianity [12, 268]. Measuring the primordial power spectrum on small scales will also probe the tilt of the power spectrum and could potentially uncover a cutoff due to dark matter properties (such as in the warm dark matter or fuzzy dark matter [269] models). Also, the gas temperature can in principle be mapped through its effect on the small-scale power spectrum (i.e., the filtering mass discussed in § 2.4) as well as more directly through the anisotropic effect of the thermal smoothing of the 21-cm power spectrum [70]; e.g., if the cosmic gas is radiatively heated to $10^3$ K, then the smoothing is expected on a scale of ~ 20 kpc. On small scales, the supersonic streaming velocity also has a significant effect on the 21-cm power spectrum [159]. Further back in time, a 21-cm signal is expected from the cosmological epoch of recombination [270].

We would like to end in the same way that the author concluded a review written a decade ago [21], with the sincere hope of not having to write this again a decade from now: Astronomers are eager to start tuning into the cosmic radio channels of 21-cm cosmology.
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